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The problem

- We want to forecast the peak electricity demand in a half-hour period in ten years time.
- We have ten years of half-hourly electricity data, temperature data and some economic and demographic data.
- The location is South Australia: home to the most volatile electricity demand in the world.

Sounds impossible?
Demand data

Half-hourly demand data for South Australia from 1 July 1997 to 31 March 2007. Only data from November–March are shown.
Demand data

Half-hourly demand data for South Australia from 1 November 2006 to 31 March 2007.
Demand data

SA demand (first 3 weeks of January 2007)

Half-hourly demand data for South Australia from 1–21 January 2007.
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- calendar effects
- prevailing weather conditions (and the timing of those conditionals)
- climate changes
- economic and demographic changes
- changing technology

Modelling framework

- **Semi-parametric additive models** with correlated errors.
- Each half-hour period modelled separately.
- Variables selected to provide best out-of-sample predictions for 2005/06 summer.
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- \(y_{t,p}\) denotes demand at time \(t\) (measured in half-hourly intervals) during period \(p, p = 1, \ldots, 48\);
- \(h_p(t)\) models all calendar effects;
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\[
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Each function is smooth and estimated using regression splines.
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.13981</td>
<td>0.04338</td>
<td>-3.222</td>
<td>0.018094</td>
</tr>
<tr>
<td>Gross State Product</td>
<td>0.01684</td>
<td>0.00108</td>
<td>15.649</td>
<td>0.000004</td>
</tr>
<tr>
<td>Lag Price</td>
<td>-0.04957</td>
<td>0.00727</td>
<td>-6.818</td>
<td>0.000488</td>
</tr>
<tr>
<td>Cooling Degree Days</td>
<td>0.36300</td>
<td>0.01716</td>
<td>21.157</td>
<td>0.000001</td>
</tr>
</tbody>
</table>
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Predictions

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual</th>
<th>Fitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>1.50</td>
<td></td>
</tr>
</tbody>
</table>
Predictions
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Actual demand

Time

Predicted demand

Time
Predicting electricity demand

Predictions

<table>
<thead>
<tr>
<th>Predicted demand</th>
<th>Actual demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>
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Peak demand forecasting

\[
\log(y_{t,p}) = h_p(t) + f_p(w_1,t, w_2,t) + \sum_{j=1}^{J} c_j z_{j,t} + n_t
\]

Multiple alternative futures created by

- resampling residuals using a seasonal bootstrap;
- generating simulations of future temperature patterns based on seasonally bootstrapping past temperatures (with some adjustment for extremes and climate change);
- using assumed values for GSP and Price.
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Peak demand distribution

<table>
<thead>
<tr>
<th>Year</th>
<th>2000</th>
<th>2005</th>
<th>2010</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>90% Prob of exceedance in one year</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>50%</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>10%</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>2%</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Graph showing the peak demand distribution from 2000 to 2015 with different probabilities of exceedance.
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