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Abstract

This paper investigates early event classification in spatio-temporal data streams. We propose a framework for early classification that considers the relationship between the features of an event and its age. The framework incorporates an event extraction algorithm as well as two early event classification algorithms, which use a series of logistic regression classifiers with penalty terms and state space models. We apply this framework to synthetic and real world problems and demonstrate its reliability and broad applicability. The algorithms are available in the R package eventstream, and other code in the supplementary material.

1 Introduction

Early detection and classification of emerging events in data streams is an important challenge in our data-rich world. Data streams may arise from many different applications including social media, Internet of Things, video surveillance, epidemiology and wireless sensors, to name a few. In each of these diverse applications, there are typically events that occur and are of interest because of their disruptive behaviour to the system. In particular, we are interested in events that start, develop for some time, and stop at a certain time. Such events can be characterized by measurable properties or features, including the “age” of the event — the difference between the current time and the start time of the event — with other event properties varying according to its age.

Given that interesting events in data streams arise in a variety of applications and are studied from the perspective of different disciplines, the field suffers from a plethora of discipline-specific techniques that have been developed, leading to little consensus on associated terminology and methodology across disciplines. On the one hand, similar terms are used to describe different phenomena — this is called the synonym problem [1]. On the other hand, different terms are used to describe similar phenomena — known as the homonym problem [1]. This makes it difficult to objectively compare results and methods across disciplines. For example, the term “event detection” is used in video surveillance and video applications [2, 3, 4], social media [5, 6, 7], broadcast news stories [8, 9] and wireless sensor networks [10, 11]. However, it is difficult to apply an event detection method used in one application to another domain as many contextual properties depend on the problem domain, resulting in a proliferation of custom-made algorithms. As a result, event detection has become a discipline-specific study with little overlap between different research problems. Similarly spatio-temporal event detection, which is a popular sub-topic, has emerged from different applications such as river sensor networks [11], traffic data [12], wireless sensor networks [13], social networks [14] and epidemiology [15]. While spatio-temporal event detection has been studied extensively, early classification of spatio-temporal events has not received much attention. Mostly standard classification techniques are used on detected events where the focus has been on event detection [16].

For events with age-varying behaviour, standard classification techniques may not be suitable, especially if early detection is important. This is because the event features may change as the event progresses, such that an accurate feature vector can only be computed after the event is finished. For applications where early classification is important, this is not satisfactory as one cannot wait until the event finishes before classifying it. While the event is still progressing, we have access to incomplete or partial information, giving rise to an incomplete or
premature feature vector. Our focus is on developing new methods to reliably classify events using this premature feature vector.

Fundamentally, this problem can be tackled by embedding age-varying coefficients in a learned model [17]. A linear model with age-varying coefficients is given by

\[ y_t = a_0(t) + a_1(t)x_1(t) + \cdots + a_b(t)x_b(t) + \epsilon_t, \]

where \( y_t \) is the output at age \( t \), \( a_i(t) \) are the age-varying coefficients, and \( x_i(t) \) are the attributes of the event at age \( t \). A logistic model with age-varying coefficients is given by Equations (1) and (2):

\[ z_t = \frac{e^{y_t}}{1 + e^{y_t}}, \]

where \( z_t \) is the probability of the event being of a given class. As an event develops, the features \( x_i(t) \) change with the age of the event, while keeping the class label constant. Thus, it is clear that the coefficients \( a_i(t) \) need to change with the age of the event.

At this point, we note that concept drift [18, 19, 20, 21] or non-stationarity of data streams [22, 23, 24] is different from age-varying events. As we will show in Section 6.1, age-varying events can occur in stationary data streams or data streams without any concept drift. This is because age-varying behaviour comprises change within the event as opposed to a change within the data stream. Even though non-stationarity and time-varying models have been studied in different contexts [25, 26, 27], they have not been explored in the context of premature event classification to the best of our knowledge.

We explore early event classification using two approaches that are based on different principles: 1) logistic regression; and 2) state-space models. These two approaches complement each other as logistic regression by itself is a static model more suited for stationary distributions, and a state space model coupled with a Kalman filter can update easily, which is advantageous for non-stationary data distributions. On the other hand, logistic regression may give better results than state space models for a stable data distribution.

Our proposed framework, depicted in Figure 1, can be used in applications that give rise to spatio-temporal events with contiguous spatial dimensions. Typically, pre-processing is also a common step done before event extraction. However we do not focus on pre-processing data as techniques differ depending on the application. As event extraction is needed before classification, we also propose a simple method for event extraction. We make this work available in the R package `eventstream` [28].

![Figure 1: Framework for event extraction and classification for spatio-temporal data.](image)

Figure 2 shows the heatmap of a dataset produced from a fibre optic cable. A pulse is periodically sent through the cable and this results in a data matrix where each horizontal row gives the strength of the signal at a fixed location \( x_0 \), and each vertical column gives the strength of the signal along the cable at a fixed time \( t_0 \). In this dataset the yellow parts represent high intensity values and the blue parts represent low intensity values.

Fibre optic sensor cables are used in many applications including optical communications, detecting undersea cable faults [29], detecting oil leakages [30], detecting intruders on secured premises [31], monitoring health of infra-structure such as bridges and pipe-lines [32], to name a few. Events in these applications can often be grouped into two classes. For example, a cable lying on the sea bed can produce spatio-temporal events that are either cable faults (A), or non-fault events due to the activity in the ocean (B). Due to its sensitivity, fibre optic cables are also prone to noise. In a setting where early classification is important, we need to classify these events quickly, preferably while they are still ongoing.

In the dataset in Figure 2, events are seen in the lighter-coloured parts. The event approximately at location 30 between the time interval 45 to 60 is of class A while other events that appear between locations 150 and 400...
Figure 2: Figure 2a shows data from a fibre optic cable. We extract events from this window and compute event features. We consider two events belonging to two different classes and an event feature that changes with event-age. Figure 2b shows this event feature, which is the slope of a line fitted to the event signal values, and how it changes with event-age.

are of class B. Due to the commercially sensitive nature of the dataset, we refrain from giving details about the actual application.

We will investigate early classification of spatio-temporal events using the framework in Figure 1. The remainder of the paper is organised as follows. Section 2 discusses event extraction and feature computation, while Section 3 introduces the notation for classification of age-varying events. In Sections 4 and 5 we introduce the age-varying events classifier and the cascaded non-Gaussian state space models respectively. In Section 6 we discuss results of our framework using synthetic data and two real applications. The first application is associated with the dataset in Figure 2 and the second application is on Nitrogen dioxide (NO₂) data from NASA’s NEO [33] website. Finally, in Section 7, we present our conclusions and discuss future work.

2 Event extraction and feature computation

2.1 Event extraction

We extract events from data streams of 2 or 3 dimensions; i.e. 1 time dimension and either 1 or 2 spatial dimensions. We employ a simple method for event extraction using DBSCAN [34], which is a density based clustering algorithm. Our event extraction algorithm is explained in Algorithm 1.

Algorithm 1: Extract events from a dataset or window.

Figure 3 shows a synthetic dataset generated from the package eventstream, along with the events extracted using Algorithm 1.
Figure 3: A synthetic dataset from eventstream and the events extracted from it using $\alpha = 0.95$, $\epsilon = 5$ and $\text{minPts} = 10$.

2.2 Features

As we work with a data stream, we use a moving window model in our experiments. We extract events from data in the current window and compute features for these events. The feature set comprises some basic features such as length and width of each event, and some other features that compute the intensity of each event relative to the background. The “Relative to the background” features are equivalent to a family of signal to noise ratio features and are motivated from the fibre optic application (see Figure 1).

To compute the SNR family of features we use smoothing splines and thus they are only computed for two-dimensional data streams due to ease of computation. Using a small portion from the beginning of each window, which correspond to the recent past, we compute the mean, median, IQR and standard deviation for each location. Using these values at each location, we compute four smoothing splines. The objective is to have the background mean, median, IQR and standard deviation pixel value for each location. The median and IQR splines from a small window in Figure 4a are shown in Figures 4b and 4c.

Figure 4: The initial portion of a window and the resulting median and IQR splines.

For two-dimensional events we compute the following features:

1. Number of cells/pixels in event
2. Length of event
3. Width of event
4. Length to width ratio of event
5. Centroid
   The centroid is used to compute other features which are relative to the event. It is not used in event classification.
6. Sum of signal-values of cells in event
7. Mean signal-value of event
8. Standard deviation of signal-values of event
9. Slope of the fitted line $\zeta$
   The average signal value at each time of the event is computed and a line $\zeta$ is fitted to the average values.
The slope of the fitted line $\zeta$ is a feature of interest.
10. Linear and quadratic coefficients of a fitted parabola $p$
   The average signal value at each time of the event is computed and a parabola $p$ is fitted to the average values.
The linear and quadratic coefficients of the fitted parabola $p$ are features of interest.
11. $n$ standard deviations from the mean
   The proportion of event cells/pixels that has signal-values greater than $n$ global standard deviations from
   the global mean for $n \in \{2, 3, 4\}$.
12. $n$ local IQR from local median
   The value of the median smoothing spline at each event centroid is used as the local median for that event.
   Similarly, the value of the IQR smoothing spline at each event centroid is used as the local IQR for that
   event. This feature gives the proportion of event pixels/cells that has signal-values greater than $n$ local
   IQRs from the local median for $n \in \{5, \ldots, 8\}$
13. Local IQRs from local medians
   Let us denote the 75th percentile of the event signal value by $x$. This feature gives the number of local
   IQRs for which $x$ is greater than the local median. Both local IQR and local median are computed using
   splines described above.
14. Local standard deviation from local mean
   Similar to the previous feature, our $x$ is the 80th percentile of the event signal value. Here we compute the
   number of local standard deviations for which $x$ is greater than the local mean.

For three-dimensional data streams we compute a subset of the above features. In particular, we compute features
1–8 from the above list and an equivalent of feature 14 using the global standard deviation and the global mean.
These features now provide a compact way to represent a data stream and the embedded events, summarising
salient properties of the time window in terms of event signal strength and shape. This summary becomes input
to a classifier to identify types of events.

3 Partial/incomplete observations

In the classical setting, a classification problem comprises observations $(x_i, y_i)$ for $i = 1, \ldots, N$ where $x_i \in \mathbb{R}^h$ is
the attribute vector of the $i$th observation and $y_i$ is its class label. The task of the classifier is to learn the class
boundary by using the given set of observations. Then for any new observation $x_j$, the classifier can predict its
class label using the learned class boundaries. Let us call this a standard classifier.

Standard classifiers have been widely popular in diverse fields of study and practice. However, they are not
without limitations. One of the limitations is that once a classifier is trained, it has fixed class boundaries. If the
new data is different from the data learned by the classifier, the output of the classifier is of little use. This is
particularly the case in data-streaming scenarios, where data distributions are non-stationary (sometimes also
referred to as concept drift). It is necessary for a classifier to re-adjust its class boundaries when faced with
non-stationarity. The literature on adapting or evolving classifiers is significant [35, 36, 37, 38, 39, 40, 41]. Let
us call these classifiers evolving classifiers.

Now, consider the case when a new observation is not made available at once but gradually, where we get partial
information about the new observation and the amount of partial information increases with time. This is the
case for events described in Section 2. Let $x_j$ be a new observation which becomes available partially via the
following finite sequence of partial observations $\{p^{t_1}_j, p^{t_2}_j, \ldots, p^{t_n}_j\}$. Here the partial observation of $x_j$ at age
t_k is denoted by $p^{t_k}_j$ and $p^{t_n}_j = x_j$ with $t_1 < t_2 < \cdots < t_n$. We differentiate between the time and the age of a
partial observation. A partial observation that begins at time $t = t_1$ has age 0 at time $t_1$, and at time $t = t_2$ it has
age $t_2 - t_1$.

We consider the question “how can we classify partial observations?” If one trains a single standard classifier on
all partial observations, it may be optimal for a certain set of partial observations $p_{tk}$ at a given age $tk$, but not all
partial observations, because partial observations change with time. If one waits until the partial observation
has formed into a full observation \( x_j \), then a standard classifier can be used. However, for some applications such as intrusion detection it might be too late to wait until the full observation has formed. One option is to have a series of standard classifiers \( \{ C_t \}_{t=1}^n \) each trained on partial observations \( p_{nt} \). When a new observation gradually arrives in the form of a sequence of partial observations \( \{ p_{n_1}^1, p_{n_2}^1, p_{n_3}^1, \ldots, p_{n_l}^1 \} \), the classifier \( C_t \) can be used on \( p_{nt}^1 \). Thus, as the partial observation grows, we have a growing prediction \( \{ y_{t_1}, y_{t_2}, \ldots, y_{t_n} \} \) of the class label. More importantly, we do not need to wait until the partial observation matures to a full observation before making a prediction.

However, having a series of classifiers independent of each other is sub-optimal because each classifier is only trained on a portion of the data, i.e. it is trained on individual snapshots of events at different ages. By linking event snapshots of different event-ages in an appropriate way, better predictions can be achieved. The age-varying events classifier described in the next section addresses this limitation, while giving a growing prediction.

4 Age-varying events classifier

Let the standard classifier minimize the loss function given by \( \mathcal{L} \), i.e.

\[
\arg\min_\beta \frac{1}{N} \sum_{i=1}^N \mathcal{L}(x_i, y_i; \beta),
\]

where \( \beta = (\beta_0, \beta_1, \ldots, \beta_l) \) and \((x_i, y_i)\) are observations for \( i \in \{1, \ldots, N\} \). By extending a classifier to take in partial observations, we initially minimize the following loss function,

\[
\arg\min_{\tilde{\beta}} \frac{1}{nN} \sum_{i=1}^N \sum_{j=1}^n \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}),
\]

where \( \tilde{\beta} = \{ \tilde{\beta}_{jk} \} \) for \( j \in \{1, \ldots, n\}, \ k \in \{0, 1, \ldots, l\} \) and \( x_j \) gradually becomes available as \( \{ p_{n_1}^1, p_{n_2}^1, p_{n_3}^1, \ldots, p_{n_l}^1 \} \) with \( x_j = p_{nt}^1 \). For a given \( j \), \( y_j \) is the class label of \( x_j \), and so for all \( k \), \( p_{nt}^1 \) have the same \( y_j \). Let us call this initial extended classifier \( \mathcal{E} \).

We note that \( \mathcal{E} \) is equivalent to a series of \( n \) classifiers \( \{ C_t \}_{t=1}^n \). To show this, first note that \( C_t \) minimizes the loss function

\[
\arg\min_{\tilde{\beta}_j} \frac{1}{N} \sum_{i=1}^N \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}_j),
\]

with \( \tilde{\beta}_j = (\tilde{\beta}_{j0}, \tilde{\beta}_{j1}, \tilde{\beta}_{j2}, \ldots, \tilde{\beta}_{jl}) \). Also,

\[
\arg\min_\beta \sum_{i=1}^N \sum_{j=1}^n \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}) = \arg\min_\beta \sum_{j=1}^n \sum_{i=1}^N \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}). \tag{3}
\]

In addition \( \{ p_{ij}^1 \}_{i=1}^N \) for a fixed \( t_j \) only affects \( \tilde{\beta}_j \). Therefore the matrix \( \tilde{\beta} \) can be computed row by row by minimizing \( \sum_{i=1}^N \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}) \) for each \( j \). Thus, we can write

\[
\arg\min_\beta \sum_{j=1}^n \sum_{i=1}^N \mathcal{L}(p_{ij}^1, y_i; \tilde{\beta}) = \left[ \arg\min_{\tilde{\beta}_1} \sum_{i=1}^N \mathcal{L}(p_{i1}^1, y_i; \tilde{\beta}_1) \cdots \arg\min_{\tilde{\beta}_n} \sum_{i=1}^N \mathcal{L}(p_{in}^1, y_i; \tilde{\beta}_n) \right]^T. \tag{4}
\]

From equations (3) and (4) we see that the initial extended classifier \( \mathcal{E} \) is equivalent to a series of \( n \) classifiers \( \{ C_t \}_{t=1}^n \).

Having \( n \) independent classifiers \( \{ C_t \}_{t=1}^n \) will make the class boundaries for each classifier independent of each other. As \( x_i \in \mathbb{R}^p \), the class boundary of \( C_t \) lives in the ambient space \( \mathbb{R}^p \). Let us denote the class boundary of \( C_t \) by \( B_j \) and the class boundary of \( \mathcal{E} \) by \( B_\mathcal{E} \). As \( n \) independent classifiers \( \{ C_t \}_{t=1}^n \) in totality are equivalent to
It follows that the class boundary \( B_\mathcal{E} \) comprises the set \( \{B_j\}_{j=1}^n \). By stacking \( B_j \) in the order of increasing \( j \), i.e., by considering the set \( \{(t_j, B_j)\}_{j=1}^n \), we can visualize a continuous class boundary that connects the set \( \{B_j\}_{j=1}^n \) with increasing \( t_j \). This continuous class boundary lives in \( \mathbb{R}^{b+1} \). Thus, the set \( \{(t_j, B_j)\}_{j=1}^n \) can be viewed as a discrete approximation of a continuous class boundary. Therefore, \( B_\mathcal{E} \) can be viewed as living in \( \mathbb{R}^{b+1} \).

In addition, it is desirable if \( B_\mathcal{E} \) has a certain level of smoothness, because it aids convergence of early classification based on partial observations to full classification based on full observations. To incorporate smoothness in \( B_\mathcal{E} \), we modify the original loss function by including an \( L_2 \) penalty term as follows:

\[
\varphi(\hat{\beta}, \lambda) = \frac{1}{nN} \sum_{i=1}^N \sum_{j=1}^n \mathcal{L}(p^i_j, y_i; \hat{\beta}) + \lambda \sum_{k=1}^l \sum_{j=1}^{n-1} (\hat{\beta}_{j+1,k} - \hat{\beta}_{j,k})^2 ,
\]

for some \( \lambda > 0 \). The constant \( \lambda \) is a parameter that can be specified. Recall that \( \hat{\beta}_j = (\hat{\beta}_j^1, \hat{\beta}_j^2, \ldots, \hat{\beta}_j^l) \) relates to partial observations \( \{p^i_j\}_{i=1}^N \) for a fixed \( t_j \), i.e. \( \hat{\beta}_j^1 \) is the coefficient of the first covariate at age \( t_j \). Thus the penalty term \( (\hat{\beta}_{j+1,k} - \hat{\beta}_{j,k})^2 \) takes coefficients for the \( k \)th covariate at ages \( t_j \) and \( t_{j+1} \) and penalizes the difference, enforcing a certain smoothness in event-age. We minimize the loss function described by equation (5) in our proposed classifier. As we use this classifier on premature events, we call this the \textit{age-varying events classifier}.

\[
\arg\min_{\hat{\beta}} \varphi(\hat{\beta}, \lambda) = \arg\min_{\hat{\beta}} \left( \frac{1}{nN} \sum_{i=1}^N \sum_{j=1}^n \mathcal{L}(p^i_j, y_i; \hat{\beta}) + \lambda \sum_{k=1}^l \sum_{j=1}^{n-1} (\hat{\beta}_{j+1,k} - \hat{\beta}_{j,k})^2 \right).
\]

This is a general formulation for an age-varying events classifier, i.e., any loss function \( \mathcal{L} \) can be used in equation (6). Without loss of generality, we implement the age-varying events classifier for logistic regression in our R package \textit{eventstream}. For logistic regression [42] the loss function \( \mathcal{L} \) is given by

\[
\mathcal{L}(p^i_j, y_i; \hat{\beta}) = -y_i \left( [1 \ (p^i_j)^T] \hat{\beta}_j \right) + \log \left( 1 + \exp \left( [1 \ (p^i_j)^T] \hat{\beta}_j \right) \right).
\]

Here the vector \( [1 \ (p^i_j)^T] \) denotes the concatenation of the vector \( p^i_j \) with the constant 1 to account for the intercept.

Next we explore a non-Gaussian state space model for partial observations.

### 5 Cascaded non-Gaussian state space models

We use non-Gaussian state space models as described in [43] and [44] to model partial observations, and the implementation in R package \textit{dna} [45]. We start with the linear Gaussian state space models which are given by the following equations:

\[
y_t = Z_t \alpha_t + \epsilon_t , \tag{8}
\]

\[
\alpha_{t+1} = T_t \alpha_t + R_t \eta_t , \tag{9}
\]

where \( \epsilon_t \in \mathcal{N}(0, H_t) \) and \( \eta_t \in \mathcal{N}(0, Q_t) \). Here \( y_t \) is an \( N \)-dimensional vector of observations and \( \alpha_t \) is a \((l + 1)\)-dimensional state vector. The matrices \( Z_t, T_t, R_t, H_t \) and \( Q_t \) are known at the beginning. Equation (8) is called the “observation equation” and equation (9) the “state equation”. When using state space models for dynamic regression, \( \alpha_t \) denotes the coefficients which update dynamically.

If \( y_t \) is a binary response such that

\[
y_t \sim \text{Bernoulli}(p_t) ,
\]

equation (8) changes as

\[
\logit(p_t) = Z_t \alpha_t , \tag{10}
\]

with logit function \( f(t) = \log(t/(1 - t)) \), while keeping equation (9) unchanged.
5.1 Modelling partial observations

We are interested in a growing prediction \( \{ \theta_t^i, \theta_t^j, \ldots, \theta_t^n \} \) for partial observations \( \{ p_t^i, p_t^j, p_t^j, \ldots, p_t^n \} \) belonging to the same complete observation. Again, we note that for partial observations \( \{ p_t^i, p_t^j, p_t^j, \ldots, p_t^n \} \), the time stamps \((t_1, t_2, \ldots, t_n)\) denote the ages of the partial observations, not the time of occurrence.

As state space models generally deal with time, for each age \( t_k \) we use a separate state space model. However, for some cases it may benefit if there is communication between the models regarding the same observation. To add communication between the models, we bundle the partial observation \( p_{tk}^j \) with the prediction output \( \theta_{tk-1} \) of the lower age model and use it as input for the age \( t_k \) model.

To explain this further, let us define \( P_{tk} = [p_{tk}^1, p_{tk}^2, \ldots, p_{tk}^N]^T \) - an \( l \times N \) matrix containing all partial observations of age \( t_k \), \( 1 = [1, 1, \ldots, 1]^T \) and \( \theta_{tk} = [\theta_{tk}^1, \theta_{tk}^2, \ldots, \theta_{tk}^N]^T \) - the logit predictions of the partial observations in \( P_{tk} \), where \( p_{tk}^j \) is an \( l \)-vector and \( N \) denotes the number of complete observations. Then the equation corresponding to equation (10) for the initial model for age \( t_1 \) can be written as

\[
\begin{align*}
\theta_{t_1} &= Z_{t_1} \alpha_{t_1}, \quad (11) \\
\text{with} \quad Z_{t_1} &= [1 \ P_{t_1}], \quad (12)
\end{align*}
\]

Using the output \( \theta_{t_1} \), we write the model for age \( t_2 \) as

\[
\begin{align*}
Z_{t_2} &= [1 \ P_{t_2} \ \theta_{t_1}], \quad (13) \\
\theta_{t_2} &= Z_{t_2} \alpha_{t_2}. \quad (14)
\end{align*}
\]

Building in this way we obtain

\[
\begin{align*}
Z_{tk} &= [1 \ P_{tk} \ \theta_{tk-1}], \quad (15) \\
\theta_{tk} &= Z_{tk} \alpha_{tk}. \quad (16)
\end{align*}
\]

The equations (15), (16) and (9) describe the model for the partial observations at age \( t_k \). Let us denote the model which describes the partial observations of age \( t_k \) by \( \Lambda_k \) and the predicted output using the inverse link function by \( \hat{y}_{tk} \). Then Figure 5 gives the structure of our partial observations model.

\begin{center}
\textbf{Figure 5:} Structure of the partial observations model with communication.
\end{center}

However, communication between models \( \Lambda_{k-1} \) and \( \Lambda_k \) may not improve the overall accuracy for every partial observations problem. For example, for a class imbalanced problem, a small number of incorrect predictions in \( \theta_{tk-1} \) can have an adverse effect on the model \( \Lambda_k \). Therefore, for some instances such as class imbalanced datasets, it is desirable to have models \( \Lambda_k \) without communication between the models, as shown in Figure 6.

6 Applications

We use age-varying events classifiers and cascaded state space models to classify events in synthetic and real data streams. The R code applicable to this section is available in the supplementary material.
6.1 Synthetic data

The synthetic data used in this section can be generated from the R package `eventstream`. The synthetic data contains events of two classes: A and B. All events belonging to class A look similar, that is they have one single non-standard shape or visual pattern. In contrast, events belonging to class B can have one of three different non-standard shapes, including the shape of events of class A. The use of three different shapes for class B events and one shape for class A events (with that shape being similar to some of those of class B) was motivated from the real application.

Figure 7a contains two events of class A, and Figure 7b contains 3 events of class B. The shapes are labelled as 1, 2 or 3 in both Figures 7a and 7b, with shape 1 being the common shape.

The number of events of class A and B, and their positions, are randomly generated. The other difference between the events of class A and B, apart from the shape, is that values of the pixels belonging to events of class A and B come from different probability distributions. For both classes the intensity of pixel values increase linearly with the age of the event. We list the differences between class A and B events in Table 1.

We classify the extracted events from synthetic data using: 1) the age-varying events classifier; 2) cascaded state space models; and 3) logistic regression. We use the same feature vector to summarise the extracted events. Figure 8 shows snapshots of the data and the extracted events for two time windows.

We repeat each experiment 5 times with data streams generated with different seeds. For each experiment we generate a data stream of dimension $3500 \times 250$ of which 80\% ($2800 \times 250$) is used for training and the remaining

\[ \begin{align*}
\mathbf{P}_1, & \quad \mathbf{P}_2, \quad \mathbf{P}_n \\
\mathbf{A}_1, & \quad \mathbf{A}_2, \quad \mathbf{A}_n \\
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\end{align*} \]

**Figure 6:** Structure of the partial observations model without communication.

\[ \begin{align*}
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**Figure 7:** Class A events in Figure 7a and Class B events in Figure 7b.
Table 1: Differences in class A and class B events.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Class A value distribution</th>
<th>Class B value distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting cell/pixel values</td>
<td>$\mathcal{N}(4, 3)$</td>
<td>$\mathcal{N}(2, 3)$</td>
</tr>
<tr>
<td>Ending cell/pixel values</td>
<td>$\mathcal{N}(8, 3)$</td>
<td>$\mathcal{N}(4, 3)$</td>
</tr>
<tr>
<td>Maximum age of event - shape 1</td>
<td>$\mathcal{U}(20, 30)$</td>
<td>$\mathcal{U}(20, 30)$</td>
</tr>
<tr>
<td>Maximum age of event - shape 2</td>
<td>-</td>
<td>$\mathcal{U}(100, 150)$</td>
</tr>
<tr>
<td>Maximum age of event - shape 3</td>
<td>-</td>
<td>$\mathcal{U}(100, 150)$</td>
</tr>
<tr>
<td>Maximum location width of event - shape 1</td>
<td>$\mathcal{U}(20, 26)$</td>
<td>$\mathcal{U}(20, 26)$</td>
</tr>
<tr>
<td>Maximum location width of event - shape 2</td>
<td>-</td>
<td>$\mathcal{U}(30, 38)$</td>
</tr>
<tr>
<td>Maximum location width of event - shape 3</td>
<td>-</td>
<td>$\mathcal{U}(50, 58)$</td>
</tr>
</tbody>
</table>

Figure 8: Two windows of data and extracted events.

Figure 9: Accuracy of the 3 classifiers over 5 repeats grouped by classifier in Figure 9a and by repetition in Figure 9b.

20% for testing. For synthetic data classification, we do not use features which were motivated from the real example, i.e. we do not use features 11 and 12 from the list in Section 2.2, for computational efficiency. In addition, the centroid is not used in any classification task. As class A events can have a maximum age of 30, we use 4 event ages for the classification tasks at $t = 8, 16, 24$ and 32 time units. That is, event features are calculated at these ages. We use a moving window model of dimension $200 \times 250$ which moves by a step of $8 \times 250$. 
Figure 9 shows the accuracy of the age-varying events classifier, state space model and logistic regression classifier over 5 repetitions. From Figure 9b we see that for each repetition either the age-varying events classifier or the state space model surpasses the logistic regression classifier. From Figure 9a we see that the age-varying events classifier performs better on average than the other two classifiers for synthetic data. Table 2 gives the average test set accuracy and standard deviation results for the 3 classifiers, which confirm these observations. Also we see that all 3 classifiers improve their average accuracy levels with the age of the events.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
</tr>
<tr>
<td>Age-varying events classifier</td>
<td>80</td>
<td>89</td>
</tr>
<tr>
<td>Cascaded state space models</td>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>75</td>
<td>79</td>
</tr>
</tbody>
</table>

**Table 2:** Average test set accuracy and standard deviation (%) over 5 repetitions.

### 6.2 Fibre optic cable data

The data for the first real application is from a fibre optic cable, and is shown in Figure 10. The data set is available in the R package *eventstream*. Again, for commercially sensitive reasons, we cannot provide more information about the application. The data set has dimensions $379 \times 587$, with class A events labelled with letter A. The extracted events have a maximum age of 40 time units, so we use a window model with a window size $40 \times 587$ and a step size $10 \times 587$ to extract events and compute features.

**Figure 10:** Data stream from a fibre optic cable.
Similar to the synthetic data stream, we classify the extracted event features using 3 classifiers. The main difference is that the real data stream has a much smaller number of class A events compared to class B events. Due to this class imbalance, we configure the state space models for real data differently from those used for the synthetic data. First, we use the state space models structure depicted in Figure 6. Second, as there are only 4 class A events, there is not enough class A data to update the state space models regularly. Consequently, we use the state space models for training and prediction without the updating step given in equation (9).

We use 4-fold cross validation because there are 4 class A events, with event ages $t = 10, 20, 30$ and 40, because the maximum event-age is 40 time units. The age-varying events, logistic regression and the state space models classifiers are trained on a data stream comprising 3 training folds, and tested on the remaining fold.

We report additional accuracy measures that are designed for imbalanced datasets. These metrics are positive predictive value (PPV), negative predictive value (NPV) and area under the receiver operator characteristic curve (AUC). We give the definitions of these metrics below:

$$\text{Positive predictive value (PPV)} = \frac{\text{Number of true positives}}{\text{Number of predicted positives}},$$

$$\text{Negative predictive value (NPV)} = \frac{\text{Number of true negatives}}{\text{Number of predicted negatives}}.$$

The number of predicted positives in PPV is the sum of true positives and false positives, and the number of predicted negatives in NPV is the sum of true negatives and the false negatives. Considering PPV and NPV together gives a two-sided accuracy measures. For example, a classifier that predicts all observations as negative except for one correct positive observation achieves a PPV of 100% but a small NPV. The combination of PPV and NPV gives the overall accuracy of the model.

In contrast, the area under the receiver operator characteristic (ROC) curve is a single measure that captures the effectiveness of a classifier. The ROC curve is a plot of the true positive rate against the false positive rate for different classification thresholds. The area under the curve (AUC) provides a measure of discrimination between positive and negative classes. The AUC can be interpreted as the probability that a positive observation is ranked higher than a negative observation. The AUC does not depend on the classification threshold as it is an aggregate measure. An AUC closer to 1 is reflective of a good model, while a random predictor will give an AUC closer to 0.5.

<table>
<thead>
<tr>
<th>Accuracy Measure</th>
<th>Classifier</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
</tr>
<tr>
<td>PPV</td>
<td>Age-varying events classifier</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>Cascaded state space models</td>
<td>74</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>91</td>
<td>75</td>
</tr>
<tr>
<td>NPV</td>
<td>Age-varying events classifier</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>Cascaded state space models</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>AUC</td>
<td>Age-varying events classifier</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>Cascaded state space models</td>
<td>94</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>93</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 3: Mean and standard deviation of PPV, NPV and AUC (%) over 4 folds.

Table 3 gives the average PPV, NPV and AUC values with their standard deviations over the 4-folds for the fibre-optic data stream. For PPV and NPV, we use a probability threshold of 0.5, i.e. if the output probability is greater than 0.5, it is deemed class A, and class B otherwise. From Table 3, we see that the age-varying events classifier has the highest average PPV and the cascaded state space models have the highest average NPV for all event ages. Of the two classifiers, state space models are more conservative in predicting class A events compared with the age-varying events classifier. That is, if the state space models predict an event as belonging to class A, it is more likely that the actual event is of class A compared with the age-varying classifier. This is
supported by the high mean NPV values and the associated low standard deviations of the state space models. On the other hand, the age-varying events classifier is much more likely to catch all class A events compared with the state space models as seen by the higher PPV values. Whether it is better to be conservative and miss some class A events while being very accurate in terms of the predicted class A events, or to identify all class A events while giving some false positives, depends on the application. Often the cost of false positives and false negatives are not the same; for example consider a medical test for cancer. Thus, we see that our proposed two models have different strengths. In addition, both these models outperform the logistic regression classifier as seen by the AUC values.

6.3 Nitrogen dioxide monitoring

The second application focuses on event extraction from Nitrogen Dioxide (NO$_2$) data from NASA’s NEO website [33]. The Ozone Monitoring Instrument (OMI) [46] aboard the Aura satellite records a variety of air quality measures including NO$_2$ concentrations around the world. We use some of this data to demonstrate the event extraction and feature computation process for a 3-dimensional data stream.

We use OMI NO$_2$ monthly data from March to June in the years 2008 and 2018 for a comparison study. For each month the data comes in a matrix of $1799 \times 3600$ dimensions. For ease of calculation we reduce the dimension of this matrix to $180 \times 360$, by computing the average of each $10 \times 10$ block of data in the original matrix. The OMI NO$_2$ data for two months (March 2008 and March 2018) are shown in Figure 11.

Using Algorithm 1, we extract events from this dataset, which are clusters of high NO$_2$ levels spanning space and time. Events are extracted from a 3-dimensional data stream of $4 \times 180 \times 360$ array, where each $180 \times 360$ matrix corresponds to the NO$_2$ levels of a given month. The parameters used in Algorithm 1 are $\alpha = 0.97$, $\epsilon = 2$ and $\text{minPts} = 20$. There are 23 events/clusters in the 2008 data and 13 events/clusters in 2018 data. Figure 12 shows these clusters for March 2008 and March 2018 (corresponding to the data in Figure 11) with each cluster/event depicted by a single colour.

For each event we compute features 1–8 and 14 from the list of features in Section 2.2. These features are chosen for ease of computation. Specially as we are not focusing on event classification in this application, we do not compute the other features which involve fitting splines for 3-dimensional data.

We analyse the two events that had the highest average NO$_2$ levels for each of 2008 and 2018. The maps in Figure 13 show the spatial locations and the NO$_2$ levels of these two events for 2008 and 2018. As these two events are geographically at the same location, we compare the average NO$_2$ levels for these two events for the months from March to June in 2008 with those of 2018. The graph in Figure 14 shows that the average NO$_2$ levels have decreased in 2018 compared to 2008 for this geographical location.
Next we match the events in 2008 and 2018 by their spatial location. We do a simple analysis of these NO$_2$ events. We want to know if these NO$_2$ events have increased or decreased in severity during this 10 year time gap. For each of these matched events we find the average NO$_2$ level difference between 2018 and 2008. Figure 15 shows the graph of these differences. We see that 4 events have positive NO$_2$ differences for each month, i.e., the average NO$_2$ levels have increased from 2008 to 2018 for these 4 events. In addition, event 15 is different from

![Figure 12: Events extracted from NO$_2$ data for March 2008 (Figure 12a) and March 2018 (Figure 12b). Colours do not reflect NO$_2$ levels. Each event is depicted by a single colour.](image)

![Figure 13: The two events with the highest average NO$_2$ levels for March 2008 (Figure 13a) and March 2018 (Figure 13b).](image)

![Figure 14: The average NO$_2$ levels for the two events in Figure 13.](image)
Figure 15: (a) Difference in average NO\textsubscript{2} levels (2018 – 2008) for all matched events. (b) The events for which average NO\textsubscript{2} level difference is positive (average NO\textsubscript{2} levels have increased from 2008 to 2018).

Figure 16: The location in March 2018 of events with increased average NO\textsubscript{2} levels in Figure 16a, and the outlying NO\textsubscript{2} event in Figure 16b.

other events. Figure 16 shows the locations of the increased NO\textsubscript{2} events in March 2018 along with the location of the outlying event 15.

While the increased industrialization in India and the ongoing war in the Middle-East may be contributors, an investigation of reasons behind the increased NO\textsubscript{2} levels is beyond the scope of this study. Our aim is to demonstrate the applicability of our event extraction and event classification algorithms for different applications.

7 Conclusions

This paper has proposed a framework for event extraction and event classification in data streams with a focus on early event classification. We have introduced time-varying coefficient models for event classification, and we have proposed two classifiers: a static and an updating classifier, both of which take developing event features/partial observations as input. We have tested our framework using 3 applications, one synthetic data application and two real data applications. We have shown that we obtain better accuracy results compared to logistic regression for these applications.

In addition, we have proposed a simple algorithm for event extraction, which can be used on two or three dimensional data streams. The applicability of our event extraction algorithm has been demonstrated using the NO\textsubscript{2} data from NASA’s NEO website.
Future directions for this research include extending the age-varying events classifier to automatically update coefficients, and including a greater variety of event extraction processes.

8 Supplementary material

R-package eventstream: This package contains Algorithm 1 for event extraction, the age-varying event classifier for early event classification, functions for synthetic data generation, the fibre-optic data stream and NO₂ data for 2008 and 2018. It is available from Github at https://github.com/sevvandi/eventstream.

Scripts: There are three files containing the R code used in Section 6. The file Supp_Mat_1.R, Supp_Mat_2.R and Supp_Mat_3.R contain the code applicable for synthetic data in Section 6.1, fibre optic data in Section 6.2 and NO₂ data in Section 6.3 respectively. The file Supp_Mat_4.R contains the code used to produce some other graphs and images in the paper.

Other R-packages: We have used the following R-packages either in this paper or within the package eventstream: dma [45], abind [47], AtmRay [48], pROC [49], reshape2 [50], ggplot2 [51], raster [52], maps [53], tensorA [54], glmnet [55], dbscan [56] and MASS [57].
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