Common functional principal component models for mortality forecasting
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Abstract We explore models for forecasting groups of functional time series data that exploit common features in the data. Our models involve fitting common (or partially common) functional principal component models and forecasting the coefficients using univariate time series methods. We illustrate our approach by forecasting age-specific mortality rates for males and females in Australia.

4.1 Functional time series models

We are interested in forecasting groups of functional time series data. For example, the annual age-specific mortality rates for a country can be considered a functional time series, \( \{f_1(x), f_2(x), \ldots, f_T(x)\} \), observed over years \( 1, \ldots, T \), where \( x \) denotes age. When we observe mortality rates for subsets of the population (e.g., split by sex, or by race, or by geographical region), we have grouped functional time series.

Methods for forecasting functional time series data have been developed by [9, 8, 3, 13, 6]. A related but different problem involves forecasting a segmented continuous time series [1]. While our methods have application to this second problem, we will not consider it in this paper.

The most common approach to the problem of forecasting a functional time series is to use a principal components decomposition [12] and then to use univariate time series models to forecast each of the principal component scores.
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That is, we use the model

\[ f_t(x) = \mu(x) + \sum_{k=1}^{K} \beta_{t,k} \phi_k(x) + e_t(x) \]  

(4.1)

where \( \mu(x) \) is estimated as the mean of the observed data for each \( x \), the first \( K \) functional principal components are given by \( \phi_1(x), \ldots, \phi_K(x) \), and \( \beta_{t,1}, \ldots, \beta_{t,K} \) are the corresponding principal component scores. The error term, \( e_t(x) \), is often assumed to be normally distributed for each \( x \). A robust version of this model was proposed by [9] and versions involving partial least squares and weighted functional principal components were discussed by [8].

Our interest in this paper is where we have two or more groups of functional time series data and we wish to model and forecast them, taking account of any shared patterns and constraining the forecasts so they do not diverge. Our partial common functional principal component (PCFPC) model for \( J \) groups can be written as

\[ f_{t,j}(x) = \mu_j(x) + \sum_{k=1}^{K} \beta_{t,k} \phi_k(x) + \sum_{\ell=1}^{L} \gamma_{t,j,\ell} \psi_{j,\ell}(x) + \varepsilon_{t,j}(x), \]  

(4.2)

where \( j = 1, \ldots, J \). Thus we allow a different mean \( \mu_j \) for each group, and a set of common principal components \( \phi_1(x), \ldots, \phi_K(x) \). Optionally, we also allow for some uncommon principal components for each group, \( \psi_{j,1}(x), \ldots, \psi_{j,L}(x) \). We call this a PCFPC(\( K, L \)) model.

The product-ratio model proposed by [6] is a special case of (4.2), where the estimation procedure used requires each time series \( \{\gamma_{t,j,\ell}\} \) to be stationary. In this paper, we allow greater flexibility.

There are several advantages with using (4.2) rather than applying (4.1) for each group independently. First, if there are common features in the groups of data, these can be captured with the common principal components. Second, we can prevent the forecasts of the groups from diverging by requiring \( \gamma_{t,j,\ell} - \gamma_{t,i,\ell} \) to be stationary for each combination of \( i, j \) and \( \ell \) so that

\[ \lim_{t \to \infty} E\| f_{t,j} - f_{t,i} \| < \infty \quad \text{for all } i \text{ and } j. \]

In demography, this is known as having “coherent” forecasts [11, 6]. Thus we can impose coherence where appropriate by either requiring cointegrated scores, or stationary scores.

We consider several variations on (4.2) when there are \( J = 2 \) groups:

- Model 1: PCFPC(\( K, 0 \)). That is, there are no idiosyncratic principal components in the model.

- Model 2: PCFPC(\( K, L \)) with a coherence constraint. For each \( \ell \), the time series given by \( \{\gamma_{t,1,\ell} - \gamma_{t,2,\ell}\} \) is stationary.

- Model 3: PCFPC(\( 0, L \)). That is, all principal components and scores are idiosyncratic. This is equivalent to applying the model (4.1) to each group independently.
Estimation for each of these models is described in [14], using methods discussed in [2].

### 4.2 All-cause mortality data of Australia

We will apply these models to the all-cause mortality data of males and females in Australia starting from 1950 to avoid the outliers due to the World Wars. The data for 1950–2009 were obtained from [4]. All data were smoothed (independently for each year) using penalized regression splines as described in [9].

A few of the curves are shown in Figure 4.1. While some features of the curves are clearly similar between sexes, there are differences. For example, the “accident hump” for males around age 20 is much less pronounced for females. Also the male mortality rates are generally higher than those for females.
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**Figure 4.1:** Some of the annual curves showing Australian mortality rates for each sex. The years 1950, 1960, 1970, 1980, 1990 and 2000 are shown. For most ages, the death rate decreases with time.

For all models, we set the number of principal components to be six following [5]. For common principal component scores, we use univariate ARIMA models, selected and estimated using the automatic algorithm of [7]. Where a score is assumed to be stationary, we fit a univariate stationary ARFIMA model where the differencing order is between 0 and 0.5, and the ARMA part of the model is automatically selected in the same way as for ARIMA models. Where the scores are cointegrated, we fit a VECM model using the Johansen procedure [10].
Figure 4.2 shows twenty-year forecasts of the life expectancy at birth of males and females using both Models 2 and 3. The independent forecasts have converged unrealistically fast, and if extrapolated further the male life expectancy would exceed the female life expectancy. On the other hand, the PCFPC model has taken account of common features in the two series, and has constrained the forecasts so they cannot diverge. Instead, the difference between the two life expectancy forecasts is approaching a constant.

To test the forecast accuracy of the models, we apply the rolling forecast origin approach of [6] where we fit each model to the first $t$ observations, and then forecast the mortality rates for the observations in years $t+1, t+2, \ldots$. The value of $t$ varies from 1969 to 2008 and up to twenty forecasts are generated from each model and compared against the actual mortality rates for the corresponding years.

In Table 4.1, the mean squared forecast errors at forecast horizons $h = 5, 10, 15$ and 20 are given for the three models described above. The bold entries represent the minimum value at each forecast horizon. While Model 3 (independent models for each group) gives good forecast accuracy over the horizons considered, there is no coherence constraint applied to these models, and so they are unsuitable for longer-term forecasting. Of the two constrained models, Model 1 (where the groups differ only in mean) provides the best results over the forecast horizons considered. The more complicated PCFPC model gives slightly less accurate
<table>
<thead>
<tr>
<th>Forecast horizon</th>
<th>Groups</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PCFPC(6,0)</td>
<td>PCFPC(6,6)</td>
<td>PCFPC(0,6)</td>
</tr>
<tr>
<td>$h = 5$</td>
<td>Combined (F &amp; M)</td>
<td>2.59</td>
<td>2.60</td>
<td><strong>2.52</strong></td>
</tr>
<tr>
<td></td>
<td>Female (F)</td>
<td>2.81</td>
<td>2.75</td>
<td><strong>2.63</strong></td>
</tr>
<tr>
<td></td>
<td>Male (M)</td>
<td><strong>2.38</strong></td>
<td>2.45</td>
<td>2.42</td>
</tr>
<tr>
<td>$h = 10$</td>
<td>Combined (F &amp; M)</td>
<td><strong>4.57</strong></td>
<td>4.66</td>
<td>4.65</td>
</tr>
<tr>
<td></td>
<td>Female (F)</td>
<td>4.67</td>
<td>4.43</td>
<td><strong>4.23</strong></td>
</tr>
<tr>
<td></td>
<td>Male (M)</td>
<td><strong>4.48</strong></td>
<td>4.89</td>
<td>5.06</td>
</tr>
<tr>
<td>$h = 15$</td>
<td>Combined (F &amp; M)</td>
<td><strong>7.72</strong></td>
<td>8.00</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>Female (F)</td>
<td>7.31</td>
<td>6.64</td>
<td><strong>6.47</strong></td>
</tr>
<tr>
<td></td>
<td>Male (M)</td>
<td><strong>8.14</strong></td>
<td>9.36</td>
<td>9.82</td>
</tr>
<tr>
<td>$h = 20$</td>
<td>Combined (F &amp; M)</td>
<td><strong>12.97</strong></td>
<td>13.56</td>
<td>14.10</td>
</tr>
<tr>
<td></td>
<td>Female (F)</td>
<td>12.26</td>
<td>10.41</td>
<td><strong>10.35</strong></td>
</tr>
<tr>
<td></td>
<td>Male (M)</td>
<td><strong>13.69</strong></td>
<td>16.70</td>
<td>17.86</td>
</tr>
</tbody>
</table>

Table 4.1: Forecast accuracy of the independent and coherent models, showing the out-of-sample MSFE of log mortality. The bold entries denote the minimum value in each row.

forecasts over these horizons than the model with no idiosyncratic principal components or scores.

The independent models work better for female data. One possible reason for this might be the hump in the male mortality rates around age 20, which may be being captured in the common principal components.

### 4.3 Conclusions and further work

Our proposed PCFPC model has provided encouraging results in the application described here, and in other applications detailed in [14]. However, it has not routinely out-performed some simpler models. We regard this as a problem of model selection rather than a problem with the model itself, as our PCFPC model is more general than the competitor models.

For example, the full PCFPC model has a large number of coefficients, and so more degrees of freedom. So far, we have simply set $K = L = 6$ in all applications. We expect an appropriate order selection procedure would lead to better forecast accuracy. Also, our automated VECM approach has not been widely tested, unlike the automated ARIMA models used for the simpler models. We expect a better VECM selection algorithm will also lead to better forecast accuracy.
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