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Abstract

A challenge in phenology studies is understanding what constitutes phenological change

amidst background variation. The majority of phenological studies have focussed on

extracting critical points in the seasonal growth cycle, without exploiting the full temporal

detail. The high degree of phenological variability between years demonstrates the necessity

of distinguishing long term phenological change from temporal variability. Here, we

demonstrate the phenological change detection ability of a method for detecting change

within time series. BFAST, Breaks For Additive Seasonal and Trend, integrates the

decomposition of time series into trend, seasonal, and remainder components with methods

for detecting change. We tested BFAST by simulating 16-day NDVI time series with

varying amounts of seasonal amplitude and noise, containing abrupt disturbances (e.g. fires)

and long term phenological changes. This revealed that the method is able to detect the

timing of phenological changes within time series while accounting for abrupt disturbances

and noise. Results showed that the phenological change detection is influenced by the

signal-to-noise ratio of the time series. Between different land cover types the seasonal

amplitude varies and determines the signal-to-noise ratio, and as such the capacity to

differentiate phenological changes from noise. Application of the method on 16-day NDVI

MODIS images from 2000 until 2009 for a forested study area in south eastern Australia

confirmed these results. It was shown that a minimum seasonal amplitude of 0.1 NDVI is

required to detect phenological change within cleaned MODIS NDVI time series using the

quality flags. BFAST identifies phenological change independent of phenological metrics

by exploiting the full time series. The method is globally applicable since it analyzes each

pixel individually without the setting of thresholds to detect change within a time series.

Long term phenological changes can be detected within NDVI time series of a large range

of land cover types (e.g. grassland, woodlands and deciduous forests) having a seasonal

amplitude larger than the noise level. The method can be applied to any time series data

and it is not necessarily limited to NDVI.
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1. Introduction

Natural resource managers, policy makers and researchers demand knowledge of pheno-

logical dynamics over increasingly large spatial and temporal extents for addressing pressing

issues related to global environmental change such as biodiversity, primary production and

carbon emissions (Cleland et al., 2007; White and Nemani, 2003). Changes in the timing5

and length of the growing season may not only have consequences for plant and animal

ecosystems, but persistent increase in length may lead to long-term increase in carbon

storage and changes in vegetation cover (Linderholm, 2006). Causal attribution of recent

biological trends to climate change however is complicated because non-climatic influences,

such as land use change, dominate local, short-term biological changes (Parmesan and10

Yohe, 2003).

Long-term observations of plant phenology have been used to track vegetation responses

to climate variability but are often limited to particular species and locations (Schwartz,

1999). Satellite data possess significant potential for monitoring vegetation dynamics at

regional to global scales because of the synoptic coverage and regular temporal sampling15

(Anyamba and Eastman, 1996; Azzali and Menenti, 2000). Land surface phenology (LSP),

is the study of spatio-temporal development of the vegetated land surface in relation to

climate as revealed by satellite sensors (de Beurs and Henebry, 2005a). LSP is indirectly

related to plant phenology via the absorption and reflectance of radiation but is influenced

by atmospheric scatter, cloud and snow cover, bidirectional reflectance effects and non-20

climatic factors influencing the land surface (e.g. biogenic or anthropogenic disturbances)

(White et al., 2009).

Although the value of remotely sensed long term data sets for change detection has

been firmly established, only a limited number of time series change detection methods

have been developed. Estimating change from remotely sensed data is not straightforward,25

since time series contain a combination of phenological and trend changes, in addition to

noise that originates from remnant geometric errors, atmospheric scatter and cloud effects

(de Beurs and Henebry, 2005b; Verbesselt et al., 2010). Three major challenges stand out.

First, the majority of remote sensing phenology studies have focussed on extracting

phenological metrics from time series of normalized difference vegetation index (NDVI)30

(Reed et al., 2003; White et al., 2009; Zhang et al., 2003). The concept of deriving

phenological metrics is based on identifying critical points in the seasonal NDVI trajectory
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that corresponds to, for example, the start-of-spring (SOS). Phenological metrics exploit

the information contained in the shape of the seasonal growth cycle, but do not fully utilize

its full temporal detail (Geerken, 2009). Based on a intercomparison of ten SOS estimation35

methods for North America between 1982 and 2006, White et al. (2009) demonstrated

that SOS estimates vary extensively within and among methods. Moreover, the high

degree of phenological variability (e.g. in SOS) between years demonstrates the necessity

of distinguishing temporal variability from phenological change (Bradley et al., 2007).

Consequently, there is a need for a more robust approach to detect long term phenological40

changes based on full time series, not just dates of specific events (White and Nemani,

2006).

Second, methods must allow for the detection of changes within complete long term

data sets. Several approaches have been proposed for analyzing image time series, such

as principal component analysis (PCA) (Crist and Cicone, 1984), wavelet decomposition45

(Anyamba and Eastman, 1996), Fourier analysis (Bradley et al., 2007; Eastman et al.,

2009) and change vector analysis (CVA) (Lambin and Strahler, 1994). These time series

analysis approaches discriminate noise from the signal by its temporal characteristics

but involve some type of transformation designed to isolate dominant components of the

variation across years of imagery through the multi-temporal spectral space. The challenge50

of these methods is the labeling of the change components, because each analysis depends

entirely on the specific image series analyzed. Furthermore, change in time series is often

masked by seasonality driven by yearly temperature and rainfall variation. Existing change

detection techniques minimize seasonal variation by focussing on specific periods within a

year (e.g. growing season) (Coppin et al., 2004) or temporally summarizing time series55

data (Bontemps et al., 2008; Fensholt et al., 2009) instead of explicitly accounting for

changes in seasonality.

Third, recent studies of LSP have highlighted that a broader consideration of non-

climatic factors (e.g. fires, land degradation or land management) influencing phenology

is critical (Julien and Sobrino, 2009; White et al., 2009). Even in unpopulated regions60

of the world with low levels of human activity, biogenic and anthropogenic disturbances

such as insect attacks, fires, floods, or deforestation would significantly influence LSP

(Potter et al., 2003). A challenge to phenology studies is understanding what constitutes

significant change in LSP amidst background variation (e.g. fires, land degradation, and
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noise) (de Beurs and Henebry, 2005a). The ability of any system to detect change depends65

on its capacity to account for variability at one scale (e.g. seasonal variations), while

identifying change at another (e.g. multi-year trends). As such, change in terrestrial plant

ecosystems can be divided into three classes (de Beurs and Henebry, 2005a; Verbesselt

et al., 2010): (1) phenological change, a significant change in the seasonal shape. Between

years, phenological markers (e.g. SOS) are affected by short-term climate fluctuations70

(e.g. temperature and rainfall). Over a longer time period, annual phenologies might

shift, i.e. phenological change, as a result of climate changes or large scale anthropological

disturbances (Potter et al., 2003) (2) abrupt change, a step change caused by disturbances

such as deforestation, floods, and fires or sensor errors (Holben, 1986); and (3) gradual

change, a linear trend triggered by a gentle change in seasonality, land degradation or long75

term trends in mean annual rainfall.

Here, we demonstrate the ability of BFAST, Breaks For Additive Seasonal and Trend,

to detect long term phenological change in satellite image time series. The method

integrates the iterative decomposition of time series into trend, seasonal and remainder

components with methods for detecting changes within time series. Verbesselt et al.80

(2010) successfully demonstrated the ability of BFAST to detect changes within the trend

component of satellite image time series. However, while the original BFAST approach

includes a seasonal component that can in principle capture phenological changes, this

capacity was not yet fully exploited and validated. The present study fills this gap by

demonstrating BFAST’s capacity to detect long term phenological changes within time85

series. We implement a harmonic seasonal model which requires fewer observations, is more

robust against noise, and of which the parameters can be more easily used to characterize

phenological change. We assess BFAST’s ability to estimate phenological changes within

time series for a large range of ecosystems by simulating NDVI time series and applying the

approach on MODIS 16-day NDVI image composites from 2000 until 2009. The methods90

are available in the BFAST package for R (R Development Core Team, 2009) from CRAN

(http://cran.r-project.org/package=bfast).

2. Detecting phenological change within time series

Here, we explain the key concepts and characteristics of the BFAST algorithm while

focussing on it’s capacity to detect phenological changes within time series. While the95
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original BFAST approach includes a seasonal dummy model, the present manuscript

demonstrates BFAST’s capacity to detect long term phenological changes by using a

harmonic seasonal model.

2.1. Decomposition model

An additive decomposition model is used to iteratively fit a piecewise linear trend and

a seasonal model. The general model is of the form

Yt = Tt + St + et (t = 1, . . . , n), (1)

where Yt is the observed data at time t, Tt is the trend component, St is the seasonal100

component, and et is the remainder component. The remainder component is the remaining

variation in the data beyond that in the seasonal and trend components.

It is assumed that Tt is piecewise linear with segment-specific slopes and intercepts on

m+ 1 different segments. Thus, there are m breakpoints τ∗1 , . . . , τ
∗
m so that

Tt = αi + βit (τ∗i−1 < t ≤ τ∗i ), (2)

where i = 1, . . . ,m and we define τ∗0 = 0 and τ∗m+1 = n.

Similarly, the seasonal component is fixed between breakpoints, but can vary across

breakpoints. Furthermore, the p seasonal breakpoints may occur at different times from105

the m breakpoints in the trend component above.

Verbesselt et al. (2010) implemented a piecewise linear seasonal model using seasonal

dummy variables (Makridakis et al., 1998, pp. 269–274) to fit the seasonal component.

Here, we employ a different parametrization of the seasonal component that proves to

be more suitable and robust for phenological change detection with satellite image time

series. Let the seasonal breakpoints be given by τ#1 , . . . , τ
#
p , and again define τ#0 = 0 and

τ#p+1 = n. Then suppose St is a harmonic model for τ#j−1 < t ≤ τ#j (j = 1, . . . , p) and K

the number of harmonic terms:

St =
K∑
k=1

aj,k sin

(
2πkt

f
+ δj,k

)
(3)

where the unknown parameters are the segment-specific amplitude aj,k and phase δj,k and f

is the (known) frequency (e.g. f = 23 annual observations for a 16-day time series). While
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Eq. (3) emphasizes the harmonic interpretation, Eq. (4) is a convenient transformation

to a multiple linear harmonic regression model with coefficients γj,k = aj,k cos(δj,k) and

θj,k = aj,k sin(δj,k) that can be easily estimated:

St =
K∑
k=1

[
γj,k sin

(
2πkt

f

)
+ θj,k cos

(
2πkt

f

)]
(4)

The amplitude and phase at frequency f/k are given by aj,k =
√
γ2j,k + θ2j,k and δj,k =

tan−1(θj,k/γj,k) respectively. In summary, the harmonic model (Eq. 3) offers three main

advantages when compared to the seasonal dummy model: (1) the model is less sensitive

to short term data variations and inherent noise (e.g. clouds and atmospheric scatter)110

when selecting lower frequency harmonic terms, (2) fewer observations are required since

fewer parameters need to be estimated in the multiple regression model which increases

speed and efficiency of the algorithm, and (3) the fitted parameters (i.e. aj and δj) can

more easily be used to characterize phenological change. We used three harmonic terms

(i.e. K = 3) to robustly detect phenological changes within MODIS NDVI time series, as115

components four and higher represent variations that that occur on a three-month cycle or

less (Geerken, 2009; Julien and Sobrino, 2010). Although the main phenological change

detection concept remains the same for the two seasonal models, the harmonic model

offers advantages when processing satellite image time series. Inter-annual variations in

plant phenology (i.e. growth cycle) have been studied by the estimated amplitude and120

phase using harmonic analysis (Geerken, 2009; Wagenseil and Samimi, 2006; Eastman

et al., 2009). Harmonic analysis has mainly been used to characterize the seasonal growth

cycle of a single year for land cover classification purposes (Geerken, 2009; Wagenseil and

Samimi, 2006) whereas trends in the parameters of the fitted harmonics (e.g. amplitudes

and phases) were studied by Eastman et al. (2009). Here, we implement the harmonic125

seasonal model within an iterative change detection procedure to distinguish between

significant phenological changes from background variations (e.g. noise and small annual

phenological variations).

2.2. Iterative detection of change within time series

Although being rather intuitive, the segmented decomposition model (Eq. 1) is not130

straightforward to estimate. The trend breakpoints τ∗i (i = 1, . . . ,m) and corresponding
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segment-specific intercept αi and βi have to be determined, along with the seasonal

breakpoints τ#j (j = 1, . . . , p) and corresponding segment-specific amplitude ak,j and phase

δk,j for frequencies 23/k (k = 1, 2, 3). Furthermore, the model selection has to determine

the number of required segments in the trend (m + 1) and seasonal (p + 1) component,135

respectively. However, once the breakpoints are known, estimation of trend and season

parameters is straightforward. The optimal position of these breaks can be determined

by minimizing the residual sum of squares, and the optimal number of breaks can be

determined by minimizing an information criterion. Bai and Perron (2003) argue that the

Akaike Information Criterion usually overestimates the number of breaks, but that the140

Bayesian Information Criterion (BIC) is a suitable selection procedure in many situations

(Zeileis et al., 2002, 2003; Zeileis and Kleiber, 2005).

Before fitting the piecewise linear models and estimating the breakpoints it is recom-

mended to test whether breakpoints are occurring in the time series . The ordinary least

squares residuals-based moving sum (MOSUM) test, is selected to test for whether one or145

more breakpoints occur (Zeileis, 2005). If the test indicates significant change (p < 0.05),

the breakpoints are estimated using the method of Bai and Perron (2003), as implemented

by Zeileis et al. (2002), where the number of breaks is determined by the BIC, and the date

and confidence interval of the date for each break are estimated. The confidence interval

of the break date indicates a 95% confidence interval of date estimation (also indicates the150

reliability of the date estimation).

We have followed recommendations of Bai and Perron (2003) concerning the fraction of

data needed between breaks. We used a minimum of two years of data (i.e. 46 observations

in 16-day time series) between successive change detections within a 10-year time series

(2000–2009). By selecting a minimum two years of data required between potentially155

detected phenological changes, longer term phenological changes (2-years and more) are

detected while being robust against high variability between successive years (i.e. atypical

years). In case BFAST is applied on longer satellite image time series (e.g. AVHRR NDVI

time series from 1980–2006), we would recommend using multiple years (e.g. 5) for the

detection of long term phenological change. We hereby want to caution that the definition160

of long term phenological change is relative and that in this study it indicates multiple

years (more than 2) whereas a satellite image time series of 10 or 25 years are still relatively

short for detecting long term phenological changes (White et al., 2009).
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The iteration is initialized with an estimate of Ŝt from a standard season-trend de-

composition. The estimation of parameters is then performed by iterating through the165

following steps until the number and position of breakpoints are unchanged:

Step 1 If the OLS-MOSUM test indicates that breakpoints are occurring in the trend

component, the number and position of the trend breakpoints (τ∗1 , . . . , τ
∗
m) are

estimated via least squares from the seasonally adjusted data Yt − Ŝt.

Step 2 The trend coefficients αi and βi are estimated (given the trend breakpoints) using170

robust regression based on M-estimation to account for potential outliers (Venables

and Ripley, 2002, pp.156-163). This yields the trend estimate T̂t = α̂i + β̂it based on

Eq. (2).

Step 3 If the OLS-MOSUM test indicates that breakpoints are occurring in the seasonal

component, the number and position of the seasonal breakpoints (τ#1 , . . . , τ
#
p ) are175

estimated via least squares from the detrended data Yt − T̂t.

Step 4 The seasonal coefficients γj,k and θj,k are estimated (given the seasonal breakpoints)

using robust regression based on M-estimation. This yields the seasonal component

Ŝt =
∑3

k=1 aj,k sin
(
2πkt
f + δj,k

)
based on Eq. (3).

3. Validation180

We validated the phenological change detection capacity of BFAST by (1) simulating

16-day NDVI time series containing phenological changes, and (2) applying the method to

real 16-day MODIS satellite NDVI time series (2000–2009). Validation of multi-temporal

change-detection methods is often not straightforward, since independent reference sources

for a broad range of potential changes must be available during the change interval.185

We simulated 16-day NDVI time series with different noise levels, seasonal amplitude,

and disturbances in order to robustly test BFAST. However, it is challenging to simulate

time series that approximate observed remotely sensed time series incorporating information

on vegetation phenology, interannual climate variability, disturbance events, and signal

contamination (e.g. clouds). Therefore, applying the method to remotely sensed data190

remains necessary. In the next two sections, we apply BFAST to 16-day simulated and

real MODIS NDVI time series to assess its accuracy to estimate the number, timing of the

detected seasonal changes.
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3.1. Detecting phenological change in simulated NDVI time series

This simulation strategy introduces phenological changes in the simulated seasonal195

component whereas the strategy proposed by Verbesselt et al. (2010) focuses on simulating

abrupt change in the trend component of time series. Simulated NDVI time series are

generated by summing individually simulated seasonal, noise, and trend components. First,

the seasonal component is created using an asymmetric Gaussian function for each season.

The function has the general form:200

f(t) ≡ f(t; a, b, c1, c2) = a×

 exp
[
−(t− b)2/c1

]
, if t > b

exp
[
−(b− t)2/c2

]
, if t < b

. (5)

The parameters a, b determine the amplitude and the position of the maximum or minimum

with respect to the independent time variable t, while c1 and c2 determine the width of the

left and right hand side, respectively. Second, the noise component was generated using a

random number generator that follows a normal distribution N(µ = 0, σ = x). Vegetation

index specific noise was generated by randomly replacing the white noise by noise with205

a value of −0.1, representing cloud contamination that often remains after atmospheric

correction and cloud masking procedures. Third, an abrupt change was added to the

trend component to simulate an abrupt disturbance (e.g. fire or insect attack). This was

simulated by combining a step function with a −0.25 NDVI magnitude and fixed gradient

recovery phase.210

The accuracy of the method for estimating the number and timing of significant

phenological changes within time series was assessed by adding phenological changes

to the simulated time series. A phenological change is introduced by increasing the c1

value between seasons, where ∆c1 is the difference in c1 values between the next and

previous season. Figure 1 illustrates a phenological change introduced from 2004 onwards215

by changing the c1 value from 5 to 25 (i.e. ∆c1 = 20) while having c2 = 5, b = 12,

and a seasonal amplitude a of 0.3 NDVI (Eq. 5). We choose to simulate this type of

phenological change corresponding to a shift in SOS because it is a central feature of

global change research (White et al., 2009). However, the method identifies phenological

change independent of its type (e.g. change in start, end, or length of the season, etc.) by220

exploiting the full time series and can be used as a generic phenological change detection

method for long time series.
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To validate BFAST we simulated 16-day NDVI time series with two phenological changes

in the seasonal component and one abrupt disturbance in the trend component (Fig. 2).

The 16-day NDVI time series are simulated by extracting key characteristics from MODIS225

16-day NDVI time series within the study area (Verbesselt et al., 2010). We selected a

range of amplitude, noise, and ∆c1 values for the simulation study to represent a large

range of land cover types of different data quality (Table 1). A Root Mean Square Error

(RMSE) was derived for 1000 iterations of all the combinations of amplitude, noise and ∆c1

to quantify the accuracy of estimating the number and timing of the detected phenological230

change within a time series. We used the percent threshold or mid-point NDVI method

proposed by White et al. (1997) to determine the change in SOS between two simulated

seasons (i.e. ∆SOS) caused by a change in c1 (i.e. ∆c1). For example, a ∆c1 of 10 (i.e.

the difference between in c1 values between the next and previous season)corresponds to a

change in SOS of 30 days (Table 1).235

Table 1: Parameter values (a, σ noise and ∆c1) for simulation of 16-day NDVI time
series while having c1 = 5, c2 = 5 and b = 12 (Eq. 5) and where the ∆c1 values
correspond to a shift in SOS (∆SOS) expressed in days.

Parameters Values

a 0.1, 0.3, 0.5
σ noise 0.01, 0.02, . . . , 0.07
∆c1 0, 10, 20, 30
∆SOS 0, 30, 51, 69

3.2. Detecting phenological change in real MODIS image time series

We selected the 16-day MODIS NDVI composites with a 250m spatial resolution

(MOD13Q1 collection 5), since this product provides frequent information at the spatial

scale at which the majority of human-driven land cover changes occur (Townshend and

Justice, 1988). The MOD13Q1 16-day composites were generated using a constrained view240

angle maximum NDVI value compositing technique (Huete et al., 2002). The MOD13Q1

images were acquired from 24 February 2000 to 14 September 2009 for a multi-purpose

forested study area (Pinus radiata plantation) in South Eastern Australia (Lat. 35.5◦ S,

Lon. 148.0◦ E). The abrupt and gradual changes occurring within the trend component of

the MODIS satellite image time series for this study area are described by Verbesselt et al.245

(2010). Furthermore, the study area consists out of two very different land cover types,
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i.e. grasslands and plantations, providing time series with a large difference in seasonal

amplitudes (i.e. 0.05–0.7 NDVI), ideal for assessing phenological change detection methods.

The images contain data from the red (620–670nm) and near-infrared (NIR, 841–876nm)

spectral bands. We used the binary MODIS Quality Assurance flags to select only cloud-free250

data of optimal quality. Moreover, a pixel time series was only selected for analysis when

it lacked less than 10% of the data (de Beurs et al., 2009). This criterion was used to

ensure the pixel time series contained sufficient data to estimate reliable trend and seasonal

changes. Missing values were replaced by linear interpolation between neighboring values

within the NDVI series (Verbesselt et al., 2006). The 16-day MODIS NDVI image series255

were analyzed, and the timing of the detected seasonal changes revealed were compared

and interpreted with available land cover and climate data.

4. Results

4.1. Detecting phenological change in simulated NDVI time series

Figure 2 illustrates how BFAST decomposes and fits trend and seasonal time series260

components (red). It can be seen that the simulated (black) and estimated (red) components

correspond well, and that the time of simulated (black) and detected (red) changes in the

seasonal and trend component are similar (i.e. red and black dotted vertical lines). The

sum of the estimated seasonal, trend and remainder series (red) equals the simulated data

series (top panel of Fig. 2).265

The accuracy (RMSE) of the number of estimated phenological changes caused by a

simulated phenological change in ∆c1 at one point in time while varying a and noise level

are summarized in Figure 3. The noise level is expressed as 4 σ, i.e. 99% of the noise range,

to enable a comparison with the amplitude of the seasonal component. Two characteristics

of the method are illustrated.270

First, the signal-to-noise ratio (i.e. seasonal amplitude and the simulated phenological

change versus noise level) has an influence on the RMSE for detecting the number of

phenological changes. A larger a (i.e. seasonal amplitude of the time series), a larger

∆c1, or lower noise level results in more accurate detection of the number of phenological

changes. For example, it is shown that when a = 0.1, no phenological changes caused by275

∆c1 are detected when the noise level is > 0.1. Moreover, a phenological change caused

by a ∆c1 = 10, which corresponds to a shift in SOS of 30 days (Table 1) within a 16-day
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time series, will only be detectable (i.e. RMSE < 2) when a > 0.3 and the noise level

< 0.1. This illustrates that BFAST is a signal-to-noise driven method which analyzes the

full time series and detects abnormal or significant changes based on the signal versus280

noise distribution. Second, the noise level has minor influence on the phenological change

detection when no changes are simulated (i.e. ∆c1 = 0), indicating a low commission error

for detecting phenological changes (no false positives) (Fig. 3).

In Figure 4 RMSE’s for estimating the timing of a phenological change within a time

series caused by a change in ∆c1 are shown. Similarly, as in Figure 3 the RMSE results285

show that the time estimation by BFAST is influenced by the signal-to-noise ratio of the

simulated time series. For example, when a phenological change is simulated by a difference

in ∆c1 the estimation of time of change becomes more accurate (lower RMSE) for lower

noise levels and higher a (seasonal amplitude of the full time series). Overall, if the total

length of the simulated 16-day time series is considered (i.e. 10 years) the RMSE for290

the detection of phenological change caused by a change in ∆c1 within a full time series

remains low (i.e. < 3% of the length of the time series) for time series with a noise level

< 0.15 and a seasonal amplitude a > 0.1.

4.2. Detecting phenological change in real MODIS image time series

Time of major phenological changes detected within 16-day NDVI image time series in295

a study area containing a P. radiata plantation surrounded by grasslands are shown in

Figure 5. Almost no phenological changes are detected in the forest plantations whereas

phenological changes are nearly always detected in the grasslands surrounding the forest

plantation. These results confirm the simulation results by showing that the detection of

phenological changes within time series is influenced by the signal-to-noise ratio of the300

time series. The overall seasonal amplitude of a NDVI time series is larger for a grassland

than for an evergreen forest (i.e. plantation) whereas the noise levels within NDVI time

series are similar.

Figures 6 and 7 are examples of detected phenological and trend changes within a

NDVI time series (2000–2009) extracted from a single MODIS pixel within a grassland and305

a forest compartment located in the study area. Two phenological changes are detected in

the seasonal component of a grassland NDVI time series (Fig. 6) whereas no phenological

changes are detected in NDVI time series of a P. radiata plantation (Fig. 7). The figures

illustrate the difference in signal-to-noise ratio for a grassland versus a forest NDVI time
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series. The most significant difference between a grassland and a forest NDVI time series is310

the data range of the seasonal component of 0.6 and 0.04, respectively. Figure 7 illustrates

that the detection of phenological changes in time series with a small signal-to-noise ratio

(e.g.seasonal amplitude < 0.1 NDVI versus a noise level of approximately > 0.1 NDVI) is

not possible. These results confirm the simulation results by showing that the detection

of phenological changes within time series is influenced by the signal-to-noise ratio of the315

time series.

Figure 5 illustrates that the major phenological changes detected in the grasslands

occur in between 2005 and 2006. While the study area was experiencing below average

annual rainfall since 2001, a major rainfall anomaly occurred in the study area from 2006

onwards causing severe drought stress (Fig. 8). Figure 6 illustrates a phenological change320

detected in 2006 with a seasonal segment (2006–2010) that has a smaller amplitude and a

later start of the growing season compared to the other seasonal segments (i.e. 2000–2002

and 2002–2006) resulting from the piecewise robust linear regression. The trend component

of Figures 6 and 7 also shows an abrupt change occurring in 2007 and a gradual decline

(negative slope) from then onwards which confirms that the drought stress has a negative325

long term impact on the seasonal growth cycle. The occurrence of abrupt and gradual

changes in the trend component in the study are further discussed in detail by Verbesselt

et al. (2010).

5. Discussion

The detection of phenological change within seasonal time series containing noise,330

phenological, abrupt and gradual changes is discussed:

(1) BFAST can be used to detect significant long term phenological changes by exploiting

the full time series while accounting for abrupt and gradual changes. Understanding of

what constitutes significant change in land surface phenology (LSP) amidst background

variation is a critical component of global change research (de Beurs and Henebry,335

2005a). Exploiting the full time series enables the description of the continual process of

LSP development, not just dates of specific events. Unlike in traditional ground-based

phenology research in which dates may be recorded (e.g. flowering), LSP is the integral

of multiple coincident growth cycles, non-climatic factors, and data quality (de Beurs

and Henebry, 2004; White and Nemani, 2006). Furthermore, the high interannual340
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variability of phenological metrics demonstrates the necessity of distinguishing annual

seasonal variability from long term phenological change (Bradley and Mustard, 2008).

In this study a long term phenological change is defined relative to the total length

of the studied NDVI time series (i.e. 10 years) as a significant phenological change

occurring over a period longer than two years. Long term phenological change within345

satellite image time series is a relative concept when compared to global change analysis

dealing with in-situ phenology or climate data time series of 100 years and longer

(Schwartz, 1999). Methods able to exploit full time series and detect long term changes

will become more important in the context of ever increasing length of satellite image

time series.350

(2) Results illustrate that the capacity of BFAST to detect changes within time series

is influenced by the signal-to-noise ratio of the time series. A wide range of NDVI

specific noise levels representative for MODIS time series were simulated and used

to assess BFAST’s robustness against noise (Verbesselt et al., 2010). Results showed

that BFAST has a low commission error for different noise levels when no phenological355

changes were simulated (no false positives). BFAST deals with noise in time series

in two ways. First, robust linear regression is implemented to reduce the influence

of outliers (e.g. clouds) (Venables and Ripley, 2002) when iteratively estimating the

seasonal and trend model. Secondly, three harmonic terms are used to estimate the

seasonal component of a time series and remove higher frequency variations such as360

noise and atmospheric scatter (Geerken, 2009).

Furthermore, it was shown that the detection of phenological change was influenced

by the signal-to-noise ratio of the time series (i.e. seasonal amplitude versus noise).

The lower the noise level and the larger the seasonal amplitude or phenological change

within the time series, the easier it is to detect a phenological change within a time365

series. This confirms the importance of other available techniques to improve the

signal-to-noise ratio of a time series. Elimination of noise within satellite image time

series requires attention to issues of satellite calibration, orbital correction, detection

and removal of atmospheric contamination, and image registration. Compositing of

time series aims at lowering atmospheric and cloud influence (Holben, 1986), with370

different compositing periods ranging usually from 8 to 16 days. Compositing of time

series and advanced cloud masking techniques do not fully eliminate effects of clouds
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and atmospheric contamination. Application of methods that estimate the upper

envelope of the NDVI time series further reduce the influence of cloud contaminated

values and improve the signal-to-noise ratio of a NDVI time series (Julien and Sobrino,375

2010; Roerink et al., 2000; Viovy et al., 1992). In summary, BFAST deals with inherent

noise in time series but the application of other available techniques which improve

data quality remains important.

(3) It is shown that the seasonal amplitude of time series impacts the signal noise ratio

and determines the capacity to detect phenological changes. Phenological changes can380

not be detected in seasonal time series having a signal-to-noise ratio smaller than one

(e.g. having a seasonal amplitude ≤ 0.1 and a noise range ≥ 0.1 NDVI). Application

of BFAST on real MODIS satellite image time series showed that more phenological

changes were detected within grasslands than in P. radiata plantations. The seasonal

amplitude of grasslands (i.e. > 0.3 NDVI) is significantly larger than for evergreen385

plantations (i.e. < 0.1 NDVI). The simulation analysis supports these findings by

illustrating that the detection of phenological change within time series is influenced by

the signal-to-noise ratio. Moreover, simulation results also illustrated that phenological

changes can still be detected within NDVI time series of the majority of the global

land cover types, e.g. grasslands, woodlands, deciduous or open forests, having a larger390

signal-to-noise ratio (> 1). These findings corroborate results of Julien and Sobrino

(2009) and de Beurs et al. (2009) by excluding time series exhibiting low seasonal

amplitude from the phenological trend analysis. Julien and Sobrino (2009) did not

analyze phenology trends in NDVI time series of biomes with a amplitude smaller than

0.1 that were extracted from the global GIMMS NDVI data set (1981–2003). These395

biomes correspond to arid or frozen area, as well as evergreen dense vegetation (Julien

and Sobrino, 2009). Also, de Beurs et al. (2009) excluded MODIS NDVI time series

from the analysis with a coefficient of variation < 5% to ensure sufficient seasonality to

produce reliable trend estimates of extracted phenological metrics. Furthermore, the

detection of phenological change in evergreen forests is difficult with remotely sensed400

NDVI time series since the NDVI tends to saturate for high biomass regions such as

evergreen forests (Huete et al., 2002). Other more sensitive remotely sensed indices

for high biomass regions such as the Enhanced Vegetation index (Huete et al., 2002)
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or SWIR-based indices (Hunt and Rock, 1989; de Beurs and Townsend, 2008) may

produce better results.405

6. Further work and applications

(1) The BFAST algorithm can potentially be used for studies of vegetation dynamics and

phenology in two ways (Fig. 9). First, as illustrated in this study BFAST can be used

to detect long term phenological changes within time series by analyzing the seasonal

component of the time series for changes in phenology (Fig. 9, St). Phenological410

changes are detected independent of the change type since a harmonic model is used

that accommodates for a large range of land cover types (Jakubauskas et al., 2001).

The detected phenological changes can be characterized by the fitted parameters of the

harmonic model (i.e. aj and δj). Second, underlying trend can be removed from time

series to improve the data quality (Fig. 9, Yt − Tt). For example, satellite sensor errors415

have a longer term impact on the signal (e.g. sensor drift and calibration problems)

and will affect the underlying trend in long time series (Bradley and Mustard, 2008).

As such, by removing the underlying trends from the original time series to correct for

satellite sensor errors having an impact on the signal. Available methods to extract

phenological metrics can be applied on these trend corrected time series.420

(2) The utility of the time series simulation approach proposed in this study provides

the ability to test phenological change detection methods in a controlled environment.

While validation is a key issue in remotely sensed phenology studies over large areas

(Reed et al., 2003; Schwartz et al., 2002; White et al., 2009), field data defining

full seasonal growth cycles over multiple years is lacking. Traditional ground-based425

phenology research has been focussing on recording specific dates (e.g. flowering or

budburst) (Schwartz, 1999) whereas satellite sensors record daily information about

LSP requiring a similar type of temporally continuous field data to be collected. This

explains why relationships between remotely sensed LSP and plant phenology are

generally unknown (White and Nemani, 2006). The simulation of time series approach430

enables the assessment of methods to study phenological changes in a controlled

environment by varying the signal-to-noise ratio and combining it with simulated

changes within time series.
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(3) The parametric seasonal and trend models used within BFAST provide a natural

framework for real time monitoring and forecasting. White and Nemani (2006) pro-435

posed a conceptual approach to real time monitoring and short term forecasting of

LSP. Although White and Nemani (2006) state that phenology information should not

be provided for individual pixels (individual time series) there are some correspond-

ing principles. First, BFAST also avoids defining phenological metrics and detects

phenological change based on a significant difference between phenological models440

by employing a piecewise robust linear regression. Second, the estimated models in

BFAST can not only be assessed using historical data to detect changes; but given

the detected changes, short term forecasts from the last stable model can be derived

(Pesaran and Timmermann, 2002). The deviations between these forecasts and the

incoming observations can be utilized for monitoring the stability of the model in real445

time (Zeileis, 2005). Further work is required to evaluate and demonstrate BFAST for

real monitoring and forecasting.

7. Conclusion

A challenge to phenology studies is understanding what constitutes long term phe-

nological change amidst background variation (e.g. fires, land degradation, and noise).450

Here, we demonstrated the ability of a method to detect long term phenological change by

analyzing time series containing noise, abrupt, and gradual changes. Exploiting full time

series enables the description of the continual process of land surface phenology, not just

dates of specific events. The method, BFAST (Breaks For Additive Seasonal and Trend),

iteratively estimates the dates and number of changes occurring within seasonal and trend455

components (Verbesselt et al., 2010). The method has been improved by implementing a

harmonic seasonal model which requires fewer observations, is more robust against noise,

and of which the parameters can be more easily used to characterize phenological change.

We tested BFAST (1) by simulating 16-day NDVI time series with varying seasonal

amplitude and noise, containing an abrupt trend change and long term phenological changes,460

and (2) by applying on MODIS NDVI time series covering a forested area in south eastern

Australia. Results showed that the number and timing of detected phenological changes

within time series is influenced by the signal-to-noise ratio of the analyzed time series.

BFAST deals with inherent noise in time series using robust linear regression techniques
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and using only the first three harmonic terms for the seasonal model estimation. However,465

it remains important to improve the data quality of time series by using existing techniques

to reduce the noise level and increase the signal-to-noise ratio. It is shown that the seasonal

amplitude of NDVI time series impacts the signal-to-noise ratio and determines the ability

to detect phenological changes. Phenological changes caused by a change in SOS can not be

detected in seasonal time series having a signal-to-noise ratio smaller than one (i.e. having470

a seasonal amplitude ≤ 0.1 NDVI and a noise range ≥ 0.1 NDVI). Other more sensitive

remotely sensed indices for high biomass regions (i.e. evergreen forests) may improve the

detection of phenological changes by increasing the measured seasonal amplitude. However,

phenological changes can still be detected within NDVI time series of the majority of the

global land cover types, e.g. grasslands, woodlands, deciduous or open forests, having a475

signal-to-noise ratio > 1.

The proposed method can be used in two ways for phenology studies. First, as

demonstrated here it can be used to detect long term phenological changes within time

series. Second, it can be used to remove underlying abrupt and gradual trend changes

and improve the quality of time series data before for example extraction of phenological480

metrics. BFAST can be applied to any time series data and it is not limited to NDVI. The

method described in this study are available in the BFAST package for R (R Development

Core Team, 2009) from CRAN (http://cran.r-project.org/package=bfast).
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Figure 1: Simulated seasonal change introduced by changing the c1 from 5 (—) to 25
(dashed) from 2004 onwards while having c2 = 5, b = 12, and a seasonal
amplitude of 0.3 NDVI (Eq. 5).
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Figure 2: Simulated 16-day MODIS NDVI time series with a seasonal amplitude = 0.3,
σ = 0.04, containing one simulated abrupt change in the trend (magnitude =
−0.25) and 2 simulated phenological changes in the seasonal component (+
30 and − 30 ∆c1) (Table 1). The estimated seasonal, trend and remainder
series are shown in red. The time of estimated (red) and simulated (black)
trend and seasonal changes is indicated by the vertical dotted line. One trend
breakpoint and two seasonal breakpoints are detected and confidence intervals
of the estimated time of change are shown (red). The simulated data series is
the sum of the simulated seasonal, trend and noise series (black), and is used
as an input in BFAST.
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Figure 3: RMSEs for estimating the number of phenological changes caused by a change
in ∆c1 where a is the amplitude of the simulated seasonal component (e.g. as
in Fig. 1). The values of parameters used for the simulation of the 16-day
NDVI time series are shown in Table 1. The units of the x and y-axes are 4σ
(i.e. 99% of the noise range) and the number of changes (RMSE). If ∆c1 >
0, two phenological changes are simulated and when both changes are detected
the RMSE = 0 and when no changes are detected the RMSE = 2. If ∆c1 = 0,
no phenological changes are simulated and when no changes are detected the
RMSE = 0.
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Figure 4: RMSEs for estimating the time of phenological change caused by a change in
∆c1 where a is the overall amplitude of the seasonal component (e.g. as in
Fig. 1). The units of the x-axis are 4σ NDVI (i.e. 99% of the noise range),
and y-axis is time (days). See Table 1 for the values of parameters used for the
simulation of 16-day NDVI time series. No results are shown for a = 0.1 when
∆c1 = 0 since almost no phenological changes were detected (Fig. 3).
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Figure 5: Timing of long term phenological changes detected in MODIS NDVI image
time series (2000–2009) for a forested area in south eastern Australia. The
minimum period between breaks is two years, which means that detected change
is occurring over a period of two years or longer (see 2.2). The black line
indicates the boundary of the Pinus radiata plantation, which corresponds to
the area (white = no change) where less changes are detected. The plantation
is surrounded by grasslands.
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Figure 6: Detected changes in the seasonal and trend component (red) of 16-day NDVI
time series (data) extracted from a single MODIS pixel of a grassland
(Lat. 35.4◦ S, Lon. 147.9 ◦ E). The estimated average seasonal amplitude
of the seasonal component is 0.7, with ∆a of -0.1 for the seasonal change
detected in 2006. Three abrupt changes are detected in the trend component.
The time of change (- - -), together with its confidence intervals (red) are also
shown.
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Figure 7: Detected changes in trend component (red) of 16-day NDVI time series (data)
extracted from a single MODIS pixel of a Pinus radiata plantation (Lat. 35.5◦ S,
Lon. 148.0◦ E) with plant year 1974. The estimated average seasonal amplitude
of the seasonal component is 0.1, with three abrupt changes detected in the trend
component and no phenological changes detected in the seasonal component.
The time of change (- - -), together with its confidence intervals (red) are also
shown.
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Figure 8: Annual rainfall (mm/year) for North Western part of Green Hills State Forest
where the (—) line illustrates the mean annual rainfall, 1072mm/year between
1940–2009 derived from interpolated rainfall surfaces with a spatial resolution
of 500 m (Jeffrey et al., 2001).
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Remotely sensed time series

BFAST

Figure 9: A flow chart illustrating how BFAST can be used for phenology studies. Yt
is a simulated 16-day NDVI time series used as an input (Fig. 2). First, the
method can be used to detect phenological change within time series (left). Two
phenological changes are detected in the seasonal component (St). Second,
time series can be corrected for underlying trends by accounting for abrupt and
gradual changes (right). One abrupt change and a gradual recovery is shown in
the trend component (Tt) and used to obtain the trend corrected time series,
Yt − Tt.
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