Boosting multi-step autoregressive forecasts

Abstract

Multi-step forecasts can be produced recursively by iterating a one-step model, or directly using a specific model for each horizon. Choosing between these two strategies is not an easy task since it involves a trade-off between bias and estimation variance over the forecast horizon. Using a nonlinear machine learning model makes the trade-off even more difficult. To address this issue, we propose a new forecasting strategy which boosts traditional recursive linear forecasts with a direct strategy using a boosting autoregression procedure at each horizon. First, we investigate the performance of the proposed strategy in terms of bias and variance decomposition of the error using simulated time series. Then, we evaluate the proposed strategy on real-world time series from two forecasting competitions. Overall, we obtain excellent performance with respect to the standard forecasting strategies.

1. Introduction

Forecasts guide decisions in many areas of scientific, industrial, and economic activity such as in meteorology, telecommunication, and finance. In many real-life scenarios, the forecaster encounters a multi-step forecasting problem where forecasts are required for short, medium or long horizons. In particular, multi-step forecasting of a univariate time series consists in predicting several future observations of a given sequence of historical observations.

Although time series from real world phenomena typically behave nonlinearly (Kantz & Schreiber, 2004), time series forecasting is very much dominated by linear methods (Gooijer & R. J. Hyndman, 2006). This is partly due to mathematical convenience and the robust performance of linear forecasting methods (Fan & Yao, 2005). Nonlinear models have also been considered to allow more flexibility in the forecasts. Examples include bilinear models, k-nearest-neighbor methods and neural network models (Teräsvirta, Tjøstheim, & Granger, 2010). However, empirical studies indicate that the potential gain from complex nonlinear methods is not always realized due to overfitting and estimation variance. In addition, real-world time series often possess either approximately linear, or moderately nonlinear behavior that does not require a complex nonlinear model to be captured.

Traditionally, multi-step forecasting has been handled recursively, where a single time series model is estimated and each forecast is computed using previous forecasts. Another approach builds a separate time series model for each forecasting horizon, and forecasts are computed directly by the estimated model (Chevillon, 2007). Choosing between these two strategies involves a trade-off between bias and estimation variance and depends also on the size of the time series, the level of noise and the nonlinearity of the model. In brief, selecting one of the two strategies is not an easy task in real-world forecasting problems.

We propose a new method, called the boost strategy, to address the two previous issues, i.e. the weak nonlinearity in many real-world time series and the problem of choosing between recursive and direct forecasts. The idea is to boost recursive linear forecasts with a direct strategy using several small and nonlinear adjustments at each forecast horizon. To do so, a boosting autoregression procedure is applied at each horizon on the residuals from the recursive linear forecasts using a so-called weak learner, that is a learner with large bias relative to variance.

Our boost strategy has many advantages: (i) it balances flexibility and robustness since the linear recursive forecasts serve as a first robust approximation and flexibility is added by allowing several nonlinear boosting components at each forecast horizon; (ii) it allows nonlinearities with the boosting components without sacrificing much variance thanks to the reduced variance of the weak learners; and (iii) it avoids the difficult choice between recursive and direct forecasts.

We evaluate the boost strategy in two steps. In the first step, we decompose the mean squared error (MSE) of the forecasts and analyze the bias and variance components over the horizon. We begin by a theoretical analysis of the bias and variance components for two steps ahead. Then we conduct a simulation study with two data generating processes (DGP) for the general case of h steps ahead. In the second step, we consider real-world time series and compare the performance of the boost strategy with the recursive and direct strategies on roughly 500 time series from the M3 and NN5 forecasting competit-
2. Multi-step forecasting strategies

We begin by discussing the problem of multi-step forecasting and describe the recursive and the direct strategies for producing multi-step forecasts.

Consider a univariate time series \( Y_T = \{y_1, \ldots, y_T\} \) comprising \( T \) observations. We would like to forecast the \( H \) future observations \( \{y_{T+1}, \ldots, y_{T+H}\} \). We assume that the data are described by a possibly non-linear autoregressive process of the form

\[
y_t = f(x_{t-1}) + \varepsilon_t \quad \text{with} \quad x_{t-1} = [y_{t-1}, \ldots, y_{t-d}]',
\]

where \( \{\varepsilon_t\} \) is a Gaussian white noise process with zero mean and variance \( \sigma^2 \). The time series is therefore specified by a function \( f \), an embedding dimension \( d \), and a noise term \( \varepsilon_t \). We assume that we do not know \( f \) or \( d \).

If we consider the MSE as the error measure to be minimized, then the optimal forecast at horizon \( h \) is the conditional mean \( \hat{\mu}_{t+h|t} = \mathbb{E}[y_{t+h} | x_t] \) and the goal of forecasting is to estimate it.

**The recursive strategy.** One strategy for producing multi-step forecasts, called recursive, centers on building a time series model of the same form as (1), aiming to minimize the one-step-ahead prediction error variance. The unknown future values are then obtained dynamically by repeatedly iterating the model and by replacing (plugging in) the unknown future values with their own forecasts. In other words, it entails a model of the form

\[
y_t = m(z_{t-1}; \hat{\phi}) + \varepsilon_t
\]

with \( z_{t-1} = [y_{t-1}, \ldots, y_{t-p}]' \) where \( p \) is an estimation of the embedding dimension \( d \) and \( \mathbb{E}[\varepsilon_t] = 0 \). Note that \( \varepsilon_t = f(x_{t-1}) - m(z_{t-1}; \hat{\phi}) + \varepsilon_t \) is the forecast error of the model \( m \). The parameters \( \hat{\phi} \) are estimated by

\[
\hat{\phi} = \arg\min_{\phi} \sum \left[ y_t - m(z_{t-1}; \phi) \right]^2.
\]

Then, forecasts are obtained recursively,

\[
\hat{\mu}_{T+h|t} = m^{(h)}(z_T; \hat{\phi})
\]

and produce forecasts from it using the recursive strategy \( m^{(h)}(z; \hat{\phi}) \). At this stage, our forecasts are equivalent to those from the traditional linear AR model. We consider these forecasts as a first approximation and we add a further direct step to adjust for data features which cannot or are not represented by the linear autoregressive fit.

More precisely, a boosting procedure is used to model the potential signal left in the residuals from the AR forecasts, at each horizon \( h \), with a direct strategy. To ensure that the adjustments are small, every boosting procedure requires the choice of a so-called weak learner; that is a learner with large bias relative to variance. Formally, we have

\[
y_t = m^{(h)}(z_{t-h}; \hat{\phi}) + \sum_{i=1}^{I_h} \nu_i(y_{t-j}, y_{t-k}; \psi_i) + \varepsilon_{t,h},
\]

where \( I_h \) is the number of boosting iterations at horizon.
h, νι is the weak component at iteration i with ν being a shrinkage factor, and yt−j, yt−k ∈ r_{t−h}.

One should note that the weak components in (4) are assured to be weak because of three reasons: the shrinkage factor ν shrinks the estimate towards zero, the restriction to bivariate interactions between variables, and the weak learner l(·; ψ).

Several weak learners have been used in the boosting literature, notably stumps (trees with two terminal nodes) (Friedman, 2001) and smoothing splines (Bühlmann & Yu, 2003). Penalised regression splines (P-splines) (Eilers & Marx, 1996) have also been considered in Schmid and Hothorn (2008) as a better alternative to smoothing splines in terms of computational time. We use P-splines as the weak learner in our implementation of the boost strategy.

P-splines require the selection of two additional parameters: the number of knots and the smoothing parameter. However, Ruppert (2002) has shown that the number of knots does not have much effect on the estimation provided enough knots are used. The weakness of the P-spline is measured by its degrees of freedom (df). Bühlmann and Yu (2003) and Schmid and Hothorn (2008) proposed that the smoothing parameter be set to give a small value of df (i.e., df ∈ [3, 4]), and that this number be kept fixed in each boosting iteration.

Algorithm 1 gives the different steps of the boost strategy to estimate the conditional mean μ_{T+h|T} at each horizon with a gradient boosting approach (Friedman, 2001). We assume the number of boosting iterations at each horizon is given. In practice, one may use a cross-validation procedure to identify the best number of iterations. This hyperparameter is particularly important as it controls the trade-off between the bias and variance of the estimation (Bühlmann & Yu, 2003).

First, an AR model is fitted (line 1). Then at each horizon h, the first (possibly crude) estimate is simply the recursive forecasts from the AR(p) model (line 3). This first estimate is boosted during IH iterations to improve the forecasts. More precisely, at each iteration i, a new pseudo-response is calculated. In the case of quadratic loss, it is simply the residuals from the previous iteration (line 6). This pseudo-response is then regressed against all possible pairs of variables with the weak learner (line 8) and the estimate with the largest contribution to the fit is selected (line 10) and added to the estimation of the previous iteration (line 11). The final forecasts is then the sum of the AR(p) forecasts and several boosting components.

In brief, we enrich the class of linear autoregressive model with additional nonlinear terms and bivariate interactions at each forecasting horizon. By using a boosting procedure to extend the linear autoregressive model to a broader class of models, we allow the modelling of more complex dependencies without sacrificing much variance. Also, limiting the possible interactions is motivated by the fact that we expect many real-world time series to depend on lower-order interactions (Friedman, 2001; Duvenaud, Nickisch, & Rasmussen, 2011; Duvenaud & Lloyd, 2013). Finally, the boost strategy is very attractive as it avoids making a choice between the recursive and the direct strategies which can be a difficult task in real-world applications.

4. Related work

This work considers boosting in the contexts of multi-step forecasting. In the machine learning literature, boosting is well known for classification with AdaBoost (Freund & Schapire, 1996), but much less attention has been paid to regression settings. Some extensions of AdaBoost to regression include (Drucker, 1997) and (Shrestha & Solomon, 2006). A gradient boosting approach has also been proposed for regression (Friedman, 2001; Bühlmann & Yu, 2003).

In the forecasting community, boosting has received even less attention and the literature is rather sparse. Assaad, Boné, and Cardot (2008) considered recurrent neural networks as weak learners with an adapted AdaBoost and...
5. Bias and variance analysis

A performance analysis of the forecasting strategies can be accomplished through an examination of the error decomposition into the bias and variance components (Geman, Bienenstock, & Doursat, 1992). Let \( g(z_t; \theta_{Y_T}; h) \) denote the forecasts of a given strategy at horizon \( h \) using the input vector \( z_t \) and using the set of parameters \( \theta_{Y_T} \). These parameters are estimated using \( Y_T \), a time series with \( T \) observations. So, the input vector \( z_t \) and the set of parameters \( \theta_{Y_T} \) can change for each sample \( Y_T \). In addition, the input vector \( z_t \) can be different from \( x_t \), the "real" input vector defined in (1). Let us also define \( g(z_t; \theta_T; h) = \mathbb{E}_{Y_T} \left[ g(z_t; \theta_{Y_T}; h) \right] \).

Assuming the process defined in (1) is stationary, the MSE of the given strategy at horizon \( h \) is decomposed as follows.

\[
\text{MSE}_h = \mathbb{E}_{x_t} \left[ \mathbb{E}_{z_t, Y_T} \left[ (y_{t+h} - g(z_t; \theta_{Y_T}; h))^2 \mid x_t \right] \right] = \mathbb{E}_{x_t} \left[ \mathbb{E}_{z_t} \left[ (y_{t+h} - \mu_{t+h}\mid x_t)^2 \right] \right] = \mathbb{E}_{x_t} \left[ \mathbb{E}_{z_t} \left[ (y_{t+h} - \mu_{t+h}\mid x_t)^2 \right] \right]
\]

where \( \mathbb{E}_x \) and \( \mathbb{E}[x] \) denote the expectation over \( x \) and the expectation conditional on \( x \), respectively.

We can see that the MSE of the forecasts \( g(z_t; \theta_{Y_T}; h) \) at horizon \( h \) can be decomposed into three different components, namely the noise term \( N_h \), the squared bias term \( B_h \) and the estimation variance term \( V_h \). So, this decomposition is identical to the usual decomposition used in machine learning (Geman et al., 1992). However, in contrast with usual regression problems, multi-step forecasting is dealing with time-dependent data and requires learning dependent tasks with different noise level changing with the forecasting horizon \( h \).

At horizon \( h = 1 \), the problem of multi-step forecasting reduces for all strategies to the estimation of the function \( f \) since we have the simple expression \( \mu_{t+1\mid x} = f(x_t) \). In the following, we consider other horizons. To simplify the derivations, we will perform a theoretical analysis for two steps ahead. Then, we will perform Monte Carlo simulations to analyze bias and variance for the general case of \( h \) steps ahead.

5.1. Theoretical analysis

Assume that the time series is generated by the nonlinear autoregressive process defined in (1). First, we can compute \( y_{t+2} \) using a Taylor series approximation up to second-order terms, which gives us

\[
y_{t+2} = f(f(x_t) + \varepsilon_{t+1}, y_t, \ldots, y_{t-d+2}) + \varepsilon_{t+2} \approx f(f(x_t), \ldots, y_{t-d+2}) + \varepsilon_{t+1} f_{x_t} + \frac{1}{2} (\varepsilon_{t+1})^2 f_{x_{t_1} x_{t_1}} + \varepsilon_{t+2},
\]

where \( f_{x_t} \) and \( f_{x_{t_1} x_{t_1}} \) are the first and second derivatives of \( f \) with respect to its first argument, respectively. The conditional expectation \( \mu_{t+2\mid x_t} \) is then given by

\[
\mu_{t+2\mid x_t} = \mathbb{E}[y_{t+2}\mid x_t] = f(f(x_t), \ldots, y_{t-d+2}) + \frac{1}{2} \sigma^2 f_{x_{t_1} x_{t_1}}
\]

In order to compute the bias and variance terms at \( h = 2 \), \( B_2(x_t) \) and \( V_2(x_t) \) as defined in (5), we consider that the forecasts of each strategy can be modeled as a sum of three terms: the true function value we are trying to estimate, \( \eta(z_t; \theta) \), and a variability term denoted by \( \eta(z_t; \theta) \varepsilon_{y_t} \) where \( \eta(z_t; \theta) \) is a deterministic component giving the standard deviation of the term, and \( \varepsilon_{y_t} \) is a stochastic component with \( \mathbb{E}[\varepsilon_{y_t}] = 0 \) and \( \mathbb{E}[\varepsilon_{y_t}^2] = 1 \).

The offset term \( \delta(z_t; \theta) \) is the discrepancy from the conditional mean \( \mu_{t+2\mid x_t} \) arising from (i) the lack of flexibility of the considered forecasting model (i.e., the model, with its parameters \( \theta \), is not powerful enough to reconstruct \( \mu_{t+2\mid x_t} \) accurately), (ii) potential missing variables in the inputs \( (z_t \not= x_t) \), and (iii) an inadequate estimation algorithm for the parameters \( \theta \) (i.e. even if the model is powerful, the training algorithm may fall short of finding the right parameters).

The variability term \( \eta(z_t; \theta) \varepsilon_{y_t} \) represents the variability of the forecasts, and it arises due to (i) the finite-sampledness of the time series \( Y_T = \{y_1, \ldots, y_T\} \) used to estimate \( \theta \), (ii) the number of input variables in \( z_t \) potentially including redundant or meaningless variables, and (iii) the complexity of the model that may make it too flexible.
We now write the forecasts of the different strategies using the previous terminology. To simplify notation, we will remove the dependence on the size of the time series $T$.

**Forecasts of the recursive strategy.** To produce forecasts at horizon $h = 2$, the recursive strategy first estimate a one-step model as in (2) and produce forecasts for $h = 1$, that is

$$
g(z_t; \hat{\phi}, 1) = f(x_t; \phi) + \delta(z_t; \phi) + \eta(z_t; \phi) \varepsilon_n$$

Then, forecasts at horizon $h = 2$ are obtained recursively and can be computed, after some simplification using a Taylor series expansion, as follows

$$
g(z_t; \hat{\phi}, 2) = m(m(z_t; \hat{\phi}), \ldots, y_{t-p+2}; \hat{\phi})$$

$$= f(f(x_t), \ldots, y_{t-p+2}; \hat{\phi})$$

$$+ \delta(f(x_t), \ldots, y_{t-p+2}; \phi) + \eta(f(x_t), \ldots, y_{t-p+2}; \phi) \varepsilon_{n_2}$$

$$+ \delta(z_t; \phi)m_{z_2} + \frac{1}{2}[\delta(z_t; \phi)]^2m_{z_2}z_1$$

$$+ \eta(z_t; \phi)\varepsilon_{n_1}m_{z_1} + \frac{1}{2}[\eta(z_t; \phi)\varepsilon_{n_1}]^2m_{z_1}z_1$$

where $\varepsilon_{n_1}$ and $\varepsilon_{n_2}$ are the stochastic components of the variability term around points $z_t$ and $[f(x_t), \ldots, y_{t-p+2}]$ respectively, and $m_{z_1}$ and $m_{z_2}z_1$ are respectively the first and second derivatives of the model $m$ with respect to its first argument.

**Forecasts of the direct strategy.** A model is estimated to directly produce forecast for horizon $h = 2$ and can be written as

$$
g(r_t; \hat{\gamma}; 2) = m(z_t; \hat{\phi})$$

$$= m(x_t; \hat{\phi}) + \delta(r_t; \gamma) + \eta(r_t; \gamma)\varepsilon_n$$

In contrast with the forecasts of the recursive strategy, we can see that the conditional mean $\mu_{t+2|t}$ appears in the previous expression.

**Forecasts of the boost strategy.** A first linear AR($p$) model is fitted and can be written as

$$
m(z_t; \hat{\phi}) = f(x_t) + \delta(z_t; \phi) + \eta(z_t; \phi)\varepsilon_n$$

Then, the forecasts at horizon $h = 2$ are produced with

$$
m(m(z_t; \hat{\phi}), \ldots, y_{t-p+2}; \hat{\phi})$$

$$= (c + \phi_1\varepsilon + (\phi_1^2 + \phi_2)y_t + (\phi_1\phi_2 + \phi_3)y_{t-1}$$

$$+ \cdots + (\phi_1\phi_{p-1} + \phi_p)y_{t-p+2} + (\phi_1\phi_p)y_{t-p+1}$$

$$+ \phi_1\varepsilon_{n_1} + \eta(z_{t+1}; \phi)\varepsilon_{n_2}$$

$$+ (\phi_{t+1})(\phi)\varepsilon_n$$

where the variability terms have been simplified since in the linear model, the variability is independent on the input and only depends on the set of parameters $\phi$.

After adding the adjustments from the boosting procedure, the forecasts of the boost strategy can be written as

$$
g(r_t; \hat{\phi}, \hat{\psi}; 2)$$

$$= (c + \phi_1\varepsilon + (\phi_1^2 + \phi_2)y_t + (\phi_1\phi_2 + \phi_3)y_{t-1}$$

$$+ \cdots + (\phi_1\phi_{p-1} + \phi_p)y_{t-p+2} + (\phi_1\phi_p)y_{t-p+1}$$

$$+ \phi_1\varepsilon_{n_1} + \eta(z_{t+1}; \phi)\varepsilon_{n_2}$$

$$+ (\phi_{t+1})(\phi)\varepsilon_n$$

where $\hat{\phi} = [\hat{\phi}_1, \ldots, \hat{\phi}_p]$, $\hat{\psi} = [\hat{\psi}_1, \ldots, \hat{\psi}_l]$, and where we have used the fact that the sum of the boosting components over the iterations can also be written as a sum over the different interactions, that is

$$
\sum_{i=1}^{l_2} \nu_i(y_{t-j}, y_{t-k}; \hat{\psi}_i)
$$

$$= \sum_{jk} \sum_{s=j+k}, y_{t-a} = \nu_i(y_{t-j}, y_{t-k}; \hat{\psi}_i)
$$

$$= \sum_{jk} M_{jk}(y_{t-j}, y_{t-k}; \hat{\psi}_j k),$$

where $\hat{\psi}_j k = \{\hat{\psi}_i | i \in S_{jk}\}$.

**Bias and variance comparison.** Recall that we want to estimate $\mu_{t+2|t} = f(f(x_t), \ldots, y_{t-d+2}) + \frac{1}{2} \varepsilon^2 f(x_{t+1})$. Let us now calculate the sum of the bias and variance components as defined in (5), for horizon $h = 2$ using the previous expressions for the forecasts of the three strategies. In other words, we compute

$$
B_2(x_t) + V_2(x_t)
$$

$$= (\mu_{t+2|t} - g(z_t; \theta; 2))^2$$

$$+ E_{Y_t} \left[ (g(z_t; \theta; 2) - g(z_t; \theta; 2) | x_t) \right]$$

For the recursive strategy, we have

$$
B_2^{REC}(x_t) + V_2^{REC}(x_t)
$$

$$= [\mu_{t+2|t} - (f(f(x_t), \ldots, y_{t-p+2})$$

$$+ \delta(f(x_t), \ldots, y_{t-p+2}; \phi) + \delta(z_t; \phi)m_{z_1}$$

$$+ \frac{1}{2}[\delta(z_t; \phi)]^2m_{z_1} + \frac{1}{2}[\eta(z_t; \phi)]^2m_{z_1}z_1]$$

$$+ [\eta(f(x_t), \ldots, y_{t-p+2}; \phi)]^2 + [\eta(z_t; \phi)m_{z_1}z_1]$$

$$+ \frac{1}{2}[\eta(z_t; \phi)]^2m_{z_1}^2$$

(8)
+ 2\eta(f(x_t), \ldots, y_{t-p+2}; \phi)\eta(z_t; \phi)m_{z_1}E[\varepsilon_{n_1}\varepsilon_{n_2}]
+ \eta(z_t; \phi)^2\eta(f(x_t), \ldots, y_{t-p+2}; \phi)m_{z_1}E[\varepsilon_{n_1}^2\varepsilon_{n_2}^2] \tag{9}

where we used the fact that \(E[\varepsilon^3] = 0\) and \(E[\varepsilon^4] = 3\) for the standard normal distribution.

For the direct strategy, we have

\[ B^2_{\text{DIRECT}}(x_t) + V^2_{\text{DIRECT}}(x_t) = \left[ \mu_{t+2|t} - m_2(r_t; \gamma) \right]^2 \tag{10} \]

\[ + \eta(r_t; \gamma)^2 \tag{11} \]

For the boost strategy, we have

\[ B^2_{\text{BOOST}}(x_t) + V^2_{\text{BOOST}}(x_t) = \left[ \mu_{t+2|t} - m_2^{\text{BOOST}}(r_t; \gamma) \right]^2 \tag{12} \]

\[ + (\phi_1 + 1)^2\eta(\phi)^2 + \frac{\sum_{j=1}^{n_2} \eta_r(y_{t-j}, y_{t-k}; \psi_{jk})^2}{\sum_{j,k} \eta_{jk}E^2(y_{t-j}, y_{t-k}; \psi_{jk})^2} \]

where \(\gamma = \frac{1}{T}\) and we assumed \(\varepsilon_{n_0} \perp \varepsilon_{n_{jk}}\) and \(\varepsilon_{n_{jk}} \perp \varepsilon_{n_{jk}}\).

Let us now compare the boost strategy with the recursive and direct strategies, beginning with the bias component. For the recursive strategy, since the model \(m\) is used recursively, we can see in (6) and (7) that the offset \(\delta(\cdot; \phi)\) at \(h = 1\) is propagated to \(h = 2\). In addition, the offset is amplified when the model \(m\) produces a function that has large variations (i.e., \(m_{z_1}\) and \(m_{z_2}\) are large in magnitude). For the direct strategy, the offset of the model at \(h = 1\) does not appear in (10). So provided that the model \(m_2\) is flexible enough to estimate the conditional mean and enough data is available, the bias can be arbitrarily small. For the boost strategy, because we require the recursive AR model to be linear, the propagation of errors is limited since \(m_{z_1}\) is constant, \(m_{z_2} = 0, \delta(\cdot, \phi) = \delta(\phi)\) and \(\eta(\cdot, \phi) = \eta(\phi)\). Even if the linear recursive forecasts are biased at some horizon, the nonlinear boosting components can adjust the bias as can be see in (12).

We now turn to the variance components. For the recursive strategy, we can see in (8)–(9) that, similar to the offset in the bias, the variance terms get amplified. For the direct strategy, we can see in (11) that the variance will depend on the variability induced by the input \(r_t\), the set of parameters \(\gamma\) and the size of the time series \(T\). This variability can be particularly large for complex nonlinear models which contain many interactions in \(r_t\) or have a large set of parameters \(\gamma\). For the boost strategy, the variance is limited, on the one hand because the recursive components allow only bivariate interactions and are shrunk towards zero with the shrinkage factor \(\tau\). Limiting interactions to two is not a strong limitation since we expect real-world time series to depend on lower-order interactions.

Furthermore, considering the fact that the direct strategy selects the model at each horizon independently, the errors \(e_{t,h}\) from the different models in (3) can be autocorrelated; that is information is left in the errors. With the boost strategy, a direct approach is used after extracting the recursive linear forecasts from the observations. By doing so, selecting the direct models independently has a smaller effect compared to a pure direct strategy.

5.2. Analysis by Monte Carlo simulations

We conduct a simulation study to shed some light on the performance of the boost strategy in terms of bias and variance components over the forecasting horizon. The methodology is similar to the one performed in Berardi and Zhang (2003) except that we consider forecasting multi-step ahead instead of one-step ahead.

Data generating processes. We consider a nonlinear and a linear AR process in the simulation study. The nonlinear process has been considered in (Medeiros, Terásvirta, & Rech, 2006) and (Kock & Teräsvirta, 2011) to compare different forecasting methods in a nonlinear setting. Also, considering a linear process allows us to evaluate the costs of extending the hypothesis space beyond linear functions for the different strategies when the true DGP is indeed linear.

The nonlinear AR process is given by

\[ y_t = -0.17 + 0.85y_{t-1} + 0.14yt-2 - 0.31yt-3 + 0.08yt-7 + 12.80G_1(y_{t-1}) + 2.44G_2(y_{t-1}) + \varepsilon_t \]

with \(G_1(y_{t-1}) = (1 + \exp(-0.46(0.29yt-1 - 0.87yt-2 + 0.40yt-7 - 6.8))^{-1}\) and \(G_2(y_{t-1}) = (1 + \exp(-1.17 \times 10^{3}(0.83yt-1 - 0.53yt-2 - 0.18yt-7 + 0.38)))^{-1}\), where \(\varepsilon_t \sim \text{NID}(0, 1)\).

The linear AR process is given by

\[ y_t = 1.32yt-1 - 0.52yt-2 - 0.16yt-3 + 0.18yt-4 - 0.26yt-5 + 0.19yt-6 + \xi_t \]

where \(\xi_t \sim \text{NID}(0, 1)\).

Experimental setup. To show the importance of the size of the time series \(T\) for each strategy, we will compare different sizes, namely \(T \in \{50, 100, 400\}\).

For the recursive and direct strategies, we will use a single hidden-layer feedforward neural network model. This choice is motivated by the fact that neural networks have proven to be one of the most effective machine learning models in the forecasting literature. We allowed the number of hidden nodes and the parameter for weight decay to vary in \{0, 1, 2, 3, 5\} and \{0, 0.005, 0.01, 0.05, 0.1, 0.2, 0.3\}, respectively.
For the boost strategy, we used P-splines with 20 equally spaced knots and four degrees of freedom for the weak learners. For the hyperparameter values, we set the value of \( \nu \) to 0.2 and the maximum number of iterations to 500.

Finally, for all strategies, the maximum number of lagged values \( p \) were selected from 2, \ldots, 12 and 2, \ldots, 7 for the nonlinear and linear DGP, respectively.

**Bias and variance estimation.** Expression (5) gives the decomposition of the MSE for a given strategy at horizon \( h \). The different parts of the decomposition, namely the noise, the squared bias and the variance, can be estimated by replacing expectation with averages over a large number of samples.

For each DGP, we generate 1000 independent time series. To measure the bias and variance, we use an independent time series composed of 2000 observations from the same DGP for testing purposes.

For the linear process, the conditional mean has been calculated analytically. For the nonlinear process, we used simulations to generate a large set of possible future continuations using different random terms. An average of these continuations gives us an estimation of the conditional mean.

**Results.** Figure 1 gives for the nonlinear DGP and different values of \( T \), the MSE (first column), the squared bias (second column), the variance (third column) and the squared bias plus variance (fourth column). The same information is given in Figure 2 for the linear DGP. In the first column, corresponding to the MSE, the bias and variance components of the different strategies are hidden by substantial noise, making comparisons between strategies difficult. Consequently, we consider the three other columns to compare the strategies and use the MSE as a measure of the predictability of the time series relative to the mean (the red line).

First of all, we can see that for both DGPs, the variance components (third column) are much larger than the bias components (second column). In fact, the variance is roughly 10 times larger than the bias for \( T = 50 \) and \( T = 100 \). The relative importance of variance is decreasing for \( T = 400 \) but is still roughly three times larger than the bias.

Figure 1 shows that, for the nonlinear DGP, the boost strategy has reduced the variance consistently over the forecasting horizon compared to the recursive and the direct strategy. This decrease in variance has not induced a huge increase in bias for \( T = 50 \) and \( T = 100 \), thus making the forecasts of the boost strategy better. For \( T = 400 \), we see an increase in bias for the boost strategy but since the variance is still more important, the boost strategy has similar performance than the recursive strategy and still better performance than the direct strategy.

Figure 2 shows that, for the linear DGP, the direct strategy suffers from a high variance compared to the recursive strategy. The boost strategy has a similar variance to the recursive strategy, which is better than the direct strategy.

**6. Real-world experiments**

We now evaluate our boost strategy on time series from the M3 (Makridakis & Hibon, 2000) and the NN5 forecasting competitions\(^1\).
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Real-world time series. The M3 competition dataset consists of 3003 monthly, quarterly, and annual time series. The time series of the M3 competition have a variety of features. Some have a seasonal component, some possess a trend, and some are just fluctuating around some level. The length of the time series ranges between 14 and 126. We have considered time series with a range of lengths between $T = 117$ and $T = 126$. So, the number of considered time series turns out to be $M = 339$. For these time series, the competition required forecasts for the next $H = 18$ months, using the given historical data.

The NN5 competition dataset comprises $M = 111$ time series representing roughly two years of daily cash withdrawals ($T = 735$ observations) at ATM machines at one of the various cities in the UK. For each time series, the competition required to forecast the values of the next $H = 56$ days (8 weeks), using the given historical data.

Preprocessing and setup. For both competitions, we used the symmetric mean absolute percentage error, defined as $\text{MAPE}_m^h = \frac{1}{|h|} \sum_{t \in [m+1, m+H]} |y_t - \hat{y}_t| / y_t$ for the $m$th time series at horizon $h$ where $m \in \{1, \ldots, M\}$ and $h \in \{1, \ldots, H\}$. Then MAPE is the average of $\text{MAPE}_m^h$ across the $M$ time series. The SMaPE was the main measure used in the M3 and the NN5 competitions. Note that we didn’t use MSE since time series have different scales.

For both competitions, we deseasonalized the time series using STL (Seasonal-Trend decomposition based on Loess smoothing) (Cleveland, Cleveland, McRae, & Terpenning, 1990). Of course, the seasonality has been restored after forecasting. For the M3 competition, some time series have a trend. We used the KPSS test to check if first differencing is required. The maximum number of lagged values $p$ were selected from the set $2, \ldots, 5$ and $2, \ldots, 10$ for the M3 and the NN5 competition, respectively.

Results. Table 1 gives the results for the M3 competition where the SMaPE is given together with the ranking (in parentheses) for each strategy at each horizon. The last row gives the SMaPE averaged over all horizons. Numbers in bold represent the lowest error and underlined numbers represent the highest rank. The same information is given in Table 2 for the NN5 competition where each row corresponds to the SMaPE averaged over 7 consecutive days.

First of all, we can see that the recursive strategy has better forecasts than the direct strategy in the M3 competition (Table 1) and vice versa for the NN5 competition (Table 2).

One explanation can be that the M3 time series are short ($T \leq 126$) and very noisy while the NN5 time series are longer ($T = 735$) and less noisy.

For both competitions, we can see that the boost strategy consistently gets better results both in terms of SMaPE and rankings. This confirms the advantage of the boost strategy which avoids the difficult task of choosing between recursive and direct forecasts and is able to produce forecasts with better or close performance to the best between the recursive and direct strategies.

7. Conclusions

We have introduced a new strategy for producing multi-step forecasts of a univariate time series. The strategy starts with linear recursive forecasts from a traditional AR model and adjusts them with a direct strategy using a boosting procedure at each horizon.

The papers makes methodological, theoretical and empirical contributions to multi-step forecasting. In terms of methodology, we propose a new method for multi-step forecasting that combines the best features of the recursive and direct forecasting strategies. In terms of theory, we analyze the bias and variance components of the newly proposed method and compare the results with the recursive and direct strategies when the forecast horizon is two steps ahead. A simulation study is also performed to consider the general case of $h$ steps ahead. In term of empirical usefulness, we evaluate our method on time series from two forecasting competitions and demonstrate that our method is very attractive for multi-step forecasting tasks.
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